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 X-vector:

Layer Layer context | Total context | Input x output
frame 1 [t—2,t+ 2] 5 120x512
frame2 [ {t —2,t,t + 2} 9 1536x512
frame3 | {t —3,t,1+ 3} 15 1536x512
frame4 {t} 15 512x512
frame5 {t} 15 512x1500
stats pooling 0,T) T 150073000
segment6 ﬂ} T 3000x512
segment7 {0} T 512x512
softmax {0} T 512xN

P(speakery | X1, X2, ...y X7), k=1,2,...,N
'y

softmax layer O O O O O O O softmax .-

| segment-
OO000O-0O segment’ " Jeyel
x-vector <~ O O O O segment6d

| Statistics Pooling |

2 layers without _ O O O O - O frame5
time-delay | [OOOO~0]  frames
[O000-OJf sumes | 2

3 layers with _ ]
time-delay O O O O O frame2
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. REEEN SoENS 2 tyerswithout | (QOOOO]  frames
« MUSANMEFEEE: babble music noise time-delay | | OO0 frame4
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3 layers with _ 1 me
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ROVERELE

d Speaker WER WER 4-gram | WER RNNLM
Modification | Dev | Test | Dev | Test | Dev Test
100 No 8.37 8‘3% 7.82 8.13 6.69 7.Q7
Yes 844 | 828 | 7.83 | 794 | 6.76 6.97
500 No 8 18 8.40 7.73 79‘3 6.49 6.94
Yes 829 | 836 | 7.714 | 7.89 | 648 6.78
K1 WIAAVIDERYSERG S5 RAT L
d Extraction WER WER 4-gram | WER RNNLM
Strategy Dev | Test | Dev Test | Dev Test
100 LDA 852 | 848 | 7.87 | 8.05 | 6.69 7.15
no LDA 844 | 828 | 783 | 794 | 6.76 6.97
200 LDA 831 | 857 | 7.78 | 8.01 | 6.65 6.91
no LDA 829 | 836 | 774 | 7.89 | 648 6.78
®2 =58 DAY KR R
system WER WER 4-gram | WER RNNLM
Dev | Test | Dev | Test | Dev Test
i-vector 7.85 | 839 | 722 | 7.76 | 6.20 6.95
X-vector 829 | 836 | 7.74 | 7.89 | 6.48 6.78
feature fusion | 8.10 | 836 | 746 | 7.80 | 6.40 6.90
system fusion | 7.70 | 828 | 7.19 | 7.71 | 6.06 6.71

=3 i-vector5x-vectorfygi &



s ik

= ET -
* ERFIANEEEUEERRL
o XFEBEXAE % MchainFEF4EE! (TDNN, TDNN-FEF)

- EEAREMEM FIREUX ISR
* [EHENIFAREHNIE 1L NG S EL
+ TE— BREABRENFIRMERL L
- BRI AeENBRZFHEE, EHRENETE
« AARZ TR EMEYRIRCRIME R
- FNERRBERAYIR, HERNFIE

» AECEATREN#H-DII%, ART, ZEATHRATREHLRE L
« FEZ. =/, AE=ONRENL

o HZEFEF: https://qithub.com/kaldi-asr/kaldi/tree/master/egs/rm/s5



https://github.com/kaldi-asr/kaldi/tree/master/egs/rm/s5
https://github.com/kaldi-asr/kaldi/tree/master/egs/rm/s5
https://github.com/kaldi-asr/kaldi/tree/master/egs/rm/s5

-LE_ — A& FF

I—II:I N ——

* XABRRIE
* UM EB B XA LR A6, BRAREN:
© ERERAS(MIURCHS. HtiEMA), RIEFEREPEX
» ENfe. SREELETE (FH1T4E)
+ SIMIZEIE - BRI




B AT

H X

° Izliﬁﬁl_ﬁ/f
s TEXARNBEAE (RBEDR) . BEINARSESIRENR

. Jfﬁ:L_EKE’] H FR: M’Eﬁ’l\ﬁzliﬁlﬂjﬂn_u”j S5l trE AT By XA £ TR

s TRIREIERI IR I&AEHEY &, ZFWHEY & (F592p)

. YZI-UI‘HMJE / HHERM DT
- RXEHERF
« MEXTIE X IEHER
* TF-IDF[a) 248 E
 Doc2vec[a) EELE

10



18 = 1= 8

H

* XARTRIE T A WRREHAF

» EASALRENIGNESRE, NIRRT RKHEZRE (Perplexity,

1
PPL(W) = P(wywow3 =--wy) N

1
N

N
PPL(W) = ll_[ P(w;|wyw; “'Wi—1)]
i=1

1

2gram: PPL(W) = [[TV, P(wi|w;_)]| ¥

» RBERENRINCARAF, S RERERTE—EENT

PPL)

11



JE == A A

— IEI N —1—
* XARTHIETTE XA XIHE

N 1 ©
« XK. H(Pum) = n ZIOgPLM(Wi|Wh‘ oy Wio1)

i=1

s ENNAINNGIESIEEA, EINNKIGIESIEEB
s WFEINF—HK

« DRERIESHAA, BIHERXXE, BN X
o« FRBRAEXT R X IEHER

12



= 73 7]

e —
Ima ==

« XATHIETF LA TF-IDF

__ C(w|D)
TF = D)
_ cM)
IDF = log C(M|W)+1

- REWTF-IDFERA, AN XEEEHES, XT O ERERA)
s BREXERFBRYUETIXEE, §F—1T5%E
s NFEIMXHE, TEXBEAEEFEMANTF-IDHE, §A— TEE

< EXR S A BAARE, B AR

13



EE=p R,

* XAJHI1ETI7%: doc2vec SRS

* Distributed Memory Model

the

- FxEREAEE, S5E)I%H

cat

o XH4EEEENCROWTN F ER:EE T 1EF

sat

s XATHIERTE
'EWXKﬁf M HEEE
s BEINXARB X EEESSEAXEEEKBUE
o WRIEMECEH#HITHEF

PR LR

S

bag
W—»%j
w87 F7

v

B

2R P

&3 doc2vectE I rEE

=

JZ R

WJ

on




B

SRR IR A ER SRR

4500 1 s RHLEREE
" \ -—- EBEHFE
& : e ERIEE
4000 - : —-- TF-IDF3&
E : — docZveclEEE
3 1
g 35004 |
W Er
¥ 1
e 1
5|
g 2500
e
3
2 2000 -
BE

1500 1—

0 10 20 30 40 50 0
ek SR TS (Bl )

El4 R EEHR L T EXS b



1B RE

« NMElfE ATEIE
Fge—
AR HRIIGESER

R VAR
SENXARIRRE

W ﬁ: Tasm 7<:|9H_J

&, BERBESETASE LPPLEIR

XM iRET

BT BRESEEY ESRAERE
JR4E I 2R E 3 ME3 429.30
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PITR o B & 3 KN4 598.42
P 43 B 23 B S50 5 B R S 1 ME3 409.11

a4 T AR A9 B SRS XSt

IR KR sl 23R E=EEL | X EE | TF-IDFE | Doc2vecik
BIRITE 3.77H 2077 107 307 407
B R ME3 KN4 KN4 KN4 KN4
=% E 429 30(WER = 47.7%) | 199443 | 163275 | 202146 | 2012.21
HERL 0.825 0.054 0.017 0.042 0.062
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LSTM 2 064 | 075 | 054 | 0.64 ' SR | FE FE FfE
1 057 | 066 | 046 | 0.56 & 064 | 075 | 0.54 | 0.643
LSTM
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4 064 | 073 | 053 | 0.63

%6 LSTMAICNNSLIGZE B LE

E )N TN NI v SOl

22



1BEEZR A EANE

SO A
« F— BT ESRESLEEREN o

s BERESIFY, AP AuERTRERN

o WBITHRAZE. DEFISHMNEEE, BEMNTBAME 03]

s FAACERENEQR 3, )13, BERXEHTEH

0.2 1

0.1 1

X —ul MAD MAD\ 1
P(IX — ul < MAD) = P | ‘s _pliz1 <222 22 ool
o o o 2

SR (log)
MAD _ . 4 (3\ _
5 @ (4) ~ 0.6745 O EEEEAHAT

23



\ —
nwal [ J &\
l 17\7j|/ I E“‘ 8 | ( amss )
AE ) e~
fatty 4t R
- XAwEHE ] = (L PEER )
. REFA K |
. *E?Eyiaaﬁrﬂ MEESFEFEES Bl |®M|IB8lB| | T|=Z|808|R|»
¢ miEgt, BEEMASEENES \ Y /
SR 4]
° Yzlgz[’l%% 10 1/\ﬂjgi%2qiﬁﬂ—<%z\
- EES5EE BREITHHNESEEA
© BEDEESNEREEEAS NHET RERM ARSI NSRRI

© BEREREABRYUTNE WS REBEBATHRENEENED

. 5887 BEIAEITTNYER B Z/A S AXAIE
¢ Negram: SEESHEENE SN ) 5

. R /ARSI AiffR: BRI BITHVIREEN SR AN

kR FTHIRRERRAAR EILX?"%WF A H—1B—8YA5)

24



1BEEZR A EANE

* XA TEE TR

H 4.01 i 3 :
o ' ﬂ \
AZE (0-20%) B4R (20-50%) C248(50-100%) % 357 : ! :
(ERERIR) (EREDPE) (SEREBE) i 30 ! |
AR | WEE | SR | HBE | e | ARE 251 | !
Bk 6.1% 5.8% 18.1% | 19.3% | 432% | 45.8% 2.0 - $
A 3.0% 3.0% 7.1% 7.2% 4.2% 4.4% 1.51 \ $
HBR 22% | 22% | 54% | 53% | 122% | 12.2% 107 ! !
&it 113% | 11.0% | 30.6% | 31.8% | 59.6% | 62.4% 2] :
0.0 - -
EPSEiE e 1 2.7% 1 3.9% 1 4.7% 0.0 0.2 0.4 0.6 0.8 1.0
EPTTES
KR8 IRAERICHEM BT AREIRE TRIXILE B11 MR EF IR R HHIER
« Z— EHRETYERBREXANTER
« ZEW T ERATEREREANRANE

25



1BEEZR A EANE

« XCARTEIE MY

+ REVIRE: RIBEF IR AR B E T

» ETHRIRIDN:

« BHIESHL: EHEMNEBENEFE
s BOR/EREAL FFEXNN
s LR BAS > B > TREFE

L= N
g

Bo—TEELAE=ANZELZ=S LT TE
e — T &-215364013075/941 3 15

AR
g

B+ -—AABBETEEAT-E=1T= %
12 6 H &R T£H623309FR 9

R AR
HHE:

BERATESZ-HLB=aANt+t—aNTXE/0
HEIRF 7 20%4 361.6km/h

26



225 S HA

* Snyder, David, et al. "X-vectors: Robust dnn embeddings for speaker recognition.” 2018 IEEE International
Conference on Acoustics, Speech and Signal Processing (ICASSP). [EEE, 2018.

* Ferras, Marc, et al. "Constrained MLLR for speaker recognition.” 2007 IEEE International Conference on Acoustics,
Speech and Signal Processing-ICASSP'07. Vol. 4. IEEE, 2007

* Najim Dehak, Patrick J Kenny, Re da Dehak, Pierre Dumouchel, and Pierre Ouellet, “Front-end factor analysis for
speaker verification,” IEEE Transactions on Audio, Speech, and Language Processing, vol. 19, no. 4, pp. 788-798,
2010.

* Vijayaditya Peddinti, Guoguo Chen, Daniel Povey, and Sanjeev Khudanpur, “Reverberation robust acoustic modeling
using i-vectors with time delay neural networks,” in Sixteenth Annual Conference of the International Speech
Communication Association, 2015.

* George Saon, Hagen Soltau, David Nahamoo, and Michael Picheny, “Speaker adaptation of neural network acoustic
models using i-vectors,” in 2013 IEEE Workshop on Automatic Speech Recognition and Understanding. IEEE, 2013,
pp. 55-59.

* Miao, Yajie, Hao Zhang, and Florian Metze. "Speaker adaptive training of deep neural network acoustic models
using i-vectors." IEEE/ACM Transactions on Audio, Speech, and Language Processing 23.11 (2015): 1938-1949.

27



225 S HA

* Snyder, David, Guoguo Chen, and Daniel Povey. "Musan: A music, speech, and noise corpus.” arXiv preprint
arXiv:1510.08484 (2015)

* Rousseau, Anthony. "Xenc: An open-source tool for data selection in natural language processing.” The Prague
Bulletin of Mathematical Linguistics 100.1 (2013): 73-82.

* Le, Quoc, and Tomas Mikolov. "Distributed representations of sentences and documents.” International conference
on machine learning. 2014.

* Xu, Kaituo, Lei Xie, and Kaisheng Yao. "Investigating LSTM for punctuation prediction.” 2016 10th International
Symposium on Chinese Spoken Language Processing (ISCSLP). IEEE, 2016.

« Zelasko, Piotr, et al. "Punctuation prediction model for conversational speech." arXiv preprint arXiv:1807.00543
(2018).

* Tilk, Ottokar, and Tanel Alumae. "LSTM for punctuation restoration in speech transcripts.” Sixteenth annual
conference of the international speech communication association. 2015.

* Errattahi, Rahhal, Asmaa El Hannani, and Hassan Ouahmane. "Automatic speech recognition errors detection and
correction: A review." Procedia Computer Science 128 (2018): 32-37.

28



	Slide 1: 语音识别个人工作介绍
	Slide 2: 语音识别系统结构
	Slide 3: 目录
	Slide 4: 声学模型
	Slide 5: 声学模型
	Slide 6: 声学模型
	Slide 7: 声学模型
	Slide 8: 声学模型
	Slide 9: 语言模型
	Slide 10: 语言模型
	Slide 11: 语言模型
	Slide 12: 语言模型
	Slide 13: 语言模型
	Slide 14: 语言模型
	Slide 15: 语言模型
	Slide 16: 语言模型
	Slide 17: 语言模型
	Slide 18: 大规模语音识别系统训练
	Slide 19: 语音识别后处理
	Slide 20: 语音识别后处理
	Slide 21: 语音识别后处理
	Slide 22: 语音识别后处理
	Slide 23: 语音识别后处理
	Slide 24: 语音识别后处理
	Slide 25: 语音识别后处理
	Slide 26: 语音识别后处理
	Slide 27: 参考文献
	Slide 28: 参考文献

