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语音识别系统结构

声学
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语音库

发音
字典

文本
数据库

语言
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语音输入
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传统语音识别系统结构示意图
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语音识别概率模型
• 语音识别任务目标：O(observation)是输入声学特征观测序列，W是字/词序列

෡W = arg max
W

{P W O }

• 贝叶斯定理

෡W = arg max 
W

{ P W O  } = arg max
W

{
P X O  P W

P O
 } = arg max 

W
{ P O W  P W  }

• 音素：作为声学建模的基本单元，L表示单词W对应的发音音素序列，由发音词典给出

𝑃 𝑂 𝑊 = ෍

𝐿

𝑃 𝑂 𝐿 𝑃(𝐿|𝑊)

• 三音子：考虑音素出现的上下文位置，C是三音素

𝑃 𝑂 𝐿 = ෍

𝐶

𝑃 𝑂 𝐶 𝑃 𝐶 𝐿

• 三音子状态共享(senone)：三音素建模导致概率估计很稀疏，使用决策树聚类

𝑃 𝑂 𝐶 = ෍

𝑆

𝑃 𝑂 𝑆 𝑃(𝑆|𝐶)

声学模型语言模型
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声学模型/基本思路
෡W = arg max

W
{𝑃 𝑊 𝑂 }

෡W =  arg max 
W

{ 𝑃 𝑂 𝑊  𝑃 𝑊  }

𝑃 𝑂 𝑊 = ෍

𝐿

𝑃 𝑂 𝐿 𝑃(𝐿|𝑊)

𝑃 𝑂 𝐿 = ෍

𝐶

𝑃 𝑂 𝐶 𝑃 𝐶 𝐿

𝑃 𝑂 𝐶 = ෍

𝑆

𝑷 𝑶 𝑺 𝑃(𝑆|𝐶)

贝叶斯公式

发音词典建模

三音子模型

决策树状态聚类

𝐏 𝑶 𝑺

(观测)声学特征矢量序列O到隐含状态序列S的似然度

𝑃 𝑂 𝑆 = 𝑎𝑠𝑜𝑠1
ෑ

𝑡=1

𝑇

𝑎𝑠𝑡𝑠𝑡+1
𝑏(𝑜𝑡|𝑠𝑡)

• 各状态之间的转移概率𝑎𝑖𝑗 ：HMM建模

• 发射概率/观测矩阵 𝑏(𝑜𝑡|𝑠𝑖) 由GMM / DNN来建模

𝑏 𝑜𝑡 𝑠𝑖 =
𝑃 𝑠𝑖 𝑜𝑡 𝑃(𝑜𝑡)

𝑃(𝑠𝑖)

• 𝑃 𝑜𝑡 ：每帧语音特征的出现概率
• 𝑃(𝑠𝑖)：不同状态的先验概率，可以从训练数据的强制

对齐结果中统计得到
• 𝑷 𝒔𝒊 𝒐𝒕 ：给定声学特征下对应不同状态的概率

转换为分类问题：根据声学特征 预测 聚类状态

𝑠0 𝑠1 𝑠2

1.0
𝑠3

0.75 0.75 0.75

0.25 0.25 0.25非静音音素
从左至右

静音音素

chain model

𝑠0 𝑠1 𝑠2

1.0
𝑠3 𝑠4 𝑠5

各状态之间可以相互转移，并且包含自环

𝑠0

1.0
𝑠1

0.5

0.5
𝑠2

0.5

0.5
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声学模型/网络结构

• DNN • 各三音子状态之间的转移概率𝑎𝑖𝑗 ：HMM建模

• 发射概率/观测矩阵 𝑏(𝑜𝑡|𝑠𝑖) 由GMM/DNN来建模

𝑏 𝑜𝑡 𝑠𝑖 =
𝑃 𝑠𝑖 𝑜𝑡 𝑃(𝑜𝑡)

𝑃(𝑠𝑖)

• 𝑷 𝒔𝒊 𝒐𝒕 ：给定声学特征下对应不同状态的概率

• DNN相当于一个分类器
• 训练数据：GMM/DNN声学模型强制对齐的结果
• 输出层类别数：聚类后的状态数
• 帧级别目标函数：交叉熵 cross-entropy

• 将DNN-HMM中的DNN视为分类器之后
• RNN系列，CNN，TDNN-*，FSMN ...
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声学模型/网络结构

• TDNN TDNN的特点
• 与DNN全连接不同，只关注前一层上下文时间范围的信息

TDNN在声学建模任务中的改进
• 降采样

• 原因：相邻的隐含层节点输入的上下文context是高度
重复和相关的

• 越深层的节点能够学习覆盖到更长时间范围内的语音特
征信息

• 随着深度的加深，frame rate也在变低
• 浅层捕捉短期语音特征变化
• 加速训练5倍左右

• 非对称的context输入
• 左边context比右边长，降低latency
• 实验中WER更低
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声学模型/网络结构

• TDNN-LSTM

• TDNN-LSTM > Bi-LSTM > LSTM
• TDNN与LSTM交叉堆叠是最优的模型结构
• 输入层没有降采样，frame rate与语音信号相同，之后的网络层会降低frame rate
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声学模型/网络结构

• TDNN-Attention

An Overview of Hybrid ASR 9



声学模型/网络结构

• TDNN-Attention

• Time-Restricted 限制上下文范围

• 位置编码(sin→独热向量)
• L+1+R维

• Attention层的位置
• 靠近输出层位置

TDNN

softmax

聚类状态概率输出

MFCC特征输入

……

ReLU+BatchNorm

Self-Attention Layer

ReLU+BatchNorm
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声学模型/网络结构

• TDNN-F
• 权重矩阵分解：W = MN

• 半正交约束： MMT = P → I

• 定义： Q = P − I

• 优化目标函数： 𝑓 = tr QQT  → 0

• 梯度下降求解：

M∗ = M − λ
𝜕𝑓

𝜕𝑀
    = M − λ × 4QM

    = M − 4λ(MMT − I)M

• 其他改进：

• 跳层连接
• dropout schedule (对TDNN没用)
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• MLE → MMI (Maximum Mutual Information)

• 𝑏 𝑜𝑡 𝑠𝑡 =
𝑃 𝑠𝑡 𝑜𝑡 𝑃(𝑥𝑡)

𝑃(𝑠𝑡)
 → log 𝑃 𝑜𝑡 𝑠𝑡 = log 𝑃 𝑠𝑡 𝑜𝑡 − log 𝑃(𝑠𝑡)  pseudo log-likelihood

• 令𝑦𝑢𝑡 = 𝑃 𝑠𝑡 𝑜𝑡 ，则DNN部分的优化目标为：

声学模型/区分性训练

𝜃𝑀𝐿 = arg max 
θ

{ 𝑃𝜃 𝑂 𝑊 } 𝜃𝑀𝑀𝐼 = arg max 
θ

{ 𝑃𝜃 𝑊 𝑂 }
Lattice-based MMI
• 分母：不仅与正确标注有关，还和

所有可能的词序列W有关
• 解决方法：用解码生成的Lattice来

近似所有可能的词序列W(分母求和)
• 在已有的声学模型的基础上，修改

目标函数，利用解码结果基于新的
目标函数训练模型参数

𝜅是acoustic scaling factor
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• MMI → bMMI (boosted MMI)

• MPE (Minimum Phone Error) / sMBR (state-level Minimum Bayes Risk)

声学模型/区分性训练

MPE： phone-level
sMBR：state-level

表示两个序列间的相似性，或者W与𝑊𝑢相比的准确率
b是增强系数，相当于给准确率低的W更大的权重

An Overview of Hybrid ASR 13



声学模型/LF-MMI

• LF-MMI (chain)

• 分母部分：从MMI的词级别转换为音素级别
• phone-level LM：训练集phone对齐结果训练N-gram音素级语言模型
• 不需要对全部训练语料进行解码获取Lattice，所以是Lattice-Free(LF)
• 合成音素级别的解码图HCLG.fst → HCP (P是音素级语言模型)

• 分子部分：仍然使用Lattice结果(GMM-HMM/或DNN-HMM得到)
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声学模型

• 实验结果对比

An Overview of Hybrid ASR 15



声学模型/说话人适应

• X-vector：说话人特征向量
• 目标：将一段不定长语音映射成一个特征向量
• 沿时间方向将各帧声学特征的统计量进行拼接

• 统计量：均值、标准差

16

图2  x-vector网络结构
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声学模型/说话人适应

• 目标：使得声学模型能够兼顾到说话人的特性，提高识别效果

• 说话人适应 v.s. 说话人识别
• fMLLR：说话人适应 → 说话人识别
• i-vector：说话人识别 → 说话人适应
• x-vector：说话人识别 → 说话人适应？

• 基于X-vector的说话人适应
• 借鉴i-vector在说话人适应中的方法

• 训练数据筛选：去除时长短和语音片段数少的说话人
• 细分说话人标签，增加说话人丰富性

• 将语音片段数多的说话人拆分成多个说话人

• 与mfcc/fbank特征拼接作为声学模型的输入

• 去除说话人识别中的LDA降维模块
• 类似于Bottleneck，直接将神经网络中提取所需维度的特征
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声学模型/说话人适应

• X-vector：说话人特征向量
• 模型的训练目标：说话人多分类
• 说话人识别的后端：LDA降维 + PLDA分类器

• 提高鲁棒性：数据增强
• MUSAN噪声库：babble music noise

• RIRS_NOISES混响库：reverb

• 相比于i-vector的优势
• 在说话人识别任务中性能更优

• 数据增强后提升效果相比于i-vector更明显

• 适合大数据量级的说话人识别模型训练

18

图2  x-vector网络结构
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声学模型/说话人适应

• 基于X-vector的说话人适应性训练
• 最终实验方案（TED_LIUM r3数据）

• 说话人拆分

• x-vector选用200维

• 200维X-vector直接从DNN中提取，不用LDA

• i-vector与x-vector在结果层面的融合
• ROVER融合算法

• 其他优化思路（未实验验证）
• 数据增强：加噪、加混响
• Statistics Pooling增加均值、方差之外的统计量

19

表1  说话人切分后的实验结果对比

表2 是否有LDA对实验结果的影响

表3  i-vector与x-vector的融合
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声学模型/数据增广

• 数据增广方法总结
• 速度扰动：0.9、1.0、1.1
• 音量扰动：[0.125, 2] 随机选取
• 加性噪声：

• MUSAN
• music 音乐声
• babble 人声
• noise 噪声

• RIRS_NOISES：加混响 reverberation
• 注意信噪比SNR

• 频谱增强
• frame-shift (chain)
• mixup

原始

Time-Warping

Frequency 
Masking

Time Masking
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声学模型/弱监督学习

• 数据清洗
• 长音频切分和低质量语音处理

• biased LM/restricted LM 受限语言模型

• smith-waterman

• 基于滑动窗解码
• 固定时间窗长或者先做VAD

• 在时间窗内解码

• 将解码结果与标注进行局部序列对齐
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声学模型/半监督学习

• 伪标注生成：解码结果筛选
• confidence score
• lattice entropy

• 多任务multi-task learning
• 有标注的数据 loss-A
• 生成了伪标注的数据 loss-B

• 优化的loss：loss-A和loss-B的加权和
• 最终使用的有标注的网络部分

An Overview of Hybrid ASR 22

Acoustic Model

输出层1 输出层2

loss-A loss-B

Input

loss加权



声学模型/增量学习+迁移学习

• 策略一：对齐结果融合，继续或重新迭代训练模型
• 特色：模型结构不变，训练超参数不变

• 策略二：使用小数据集，在已有模型上继续迭代训练fine-tune
• 特色：模型结构不变，训练超参数改变

• 方案1：降低所有层的学习率和迭代轮数

• 方案2：其它网络层参数固定，只更新输出层或最后若干层

• 策略三：靠近输出层增加随机初始化的网络层

• 特色：模型结构改变，训练超参数改变

• 新加层和输出层较大学习率，其他层较小学习率

An Overview of Hybrid ASR 23

softmax

聚类状态概率输出

MFCC特征输入

Layer 1

Layer N

Layer N-1

Layer 2

……



语言模型/数据增广与筛选

• 适用场景：低资源语种或应用场景

• 文本筛选方法
• 标注文本的数据不足（低资源场景），用集外文本提高语言模型效果
• 筛选任务的目标：从集外文本中筛选出与训练标注文本相近的文本数据
• 筛选数据的用途：训练数据扩充、发音词典扩充（结合g2p）

• 文本相似度 / 相关性分析
• 困惑度排序
• 相对交叉熵排序
• TF-IDF向量相似度
• Doc2vec向量相似度

24An Overview of Hybrid ASR



语言模型/数据增广与筛选

• 文本筛选方法：困惑度排序
• 使用集内数据训练的语言模型，对每个集外文本句子求出困惑度（Perplexity，PPL）

• 按照困惑度对集外文本排序，选出困惑度低于某一阈值的句子

25

PPL W = P 𝑤1𝑤2𝑤3 ⋯ 𝑤𝑁
−

1
𝑁

PPL W = ෑ

𝑖=1

𝑁

𝑃(𝑤𝑖|𝑤1𝑤2 ⋯ 𝑤𝑖−1)

−
1
𝑁

2gram：PPL W = ς𝑖=1
𝑁 𝑃(𝑤𝑖|𝑤𝑖−1)

−
1

𝑁
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语言模型/数据增广与筛选

• 文本筛选方法：相对交叉熵

• 交叉熵：

• 集内文本训练语言模型A，集外文本训练语言模型B
• 对于集外每一句文本

• 分别使用语言模型A、B计算交叉熵，作差得到相对交叉熵

• 按照相对交叉熵排序

26An Overview of Hybrid ASR



语言模型/数据增广与筛选

• 文本筛选方法：TF-IDF

• 某词的TF-IDF值越大，该词对文章重要性越高，对于文档越关键(关键词)
• 每篇文章各取出若干个关键词，合并成一个集合

• 对于每个文档，计算关键词集合中每个词的TF-IDF值，合为一个向量
• 计算文档之间向量的相似度，值越大表示越相似。
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语言模型/数据增广与筛选

• 文本筛选方法：doc2vec
• Distributed Memory Model

• 将文档投影为向量，参与到训练中

• 文档向量在每个CBOW预测中都起到了作用

• 文本筛选流程
• 集内文本对应一个文档向量
• 将集外文档向量与集内文档向量求相似度

• 根据相似度进行排序
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语言模型/数据增广与筛选
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30

数据来源 集内数据 困惑度法 交叉熵法 TF-IDF法 Doc2vec法

数据行数 3.77万 20万 10万 30万 40万

语言模型 ME3 KN4 KN4 KN4 KN4

困惑度
429.30

WER = 47.7%
1994.43 1632.75 2021.46 2012.21

插值系数 0.825 0.054 0.017 0.042 0.062

各模型插值 PPL = 387.32, WER = 46.8 %

语言模型/模型融合方法

• 如何使用筛选后的数据？

方案一：与集内文本数据融合，训练语言模型
方案二：分别训练语言模型，采用线性插值方法，插值系数使得在开发集上PPL最低
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语言模型/模型融合方法
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语言模型/重打分

• N-Best/Lattice Rescoring
• acoustic score + language model score + graph cost
• 声学模型和graph cost不更改，只修改语言模型分数

• 重打分模型
• large n-gram model
• RNNLM
• Transformer-LM

An Overview of Hybrid ASR 32



后处理/系统融合

• 声学模型：后验概率平均

• 输出文本结果：ROVER算法
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……
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后处理/系统融合

• Lattice：Lattice Combination + MBR Decoding
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您 还 剩 爸 爸 九 十 三 的 积 分

候选词集合

音近词

常见错误

爸爸

八百

拜拜

……

疑似错误区间

纠错前：  我是保险公司的带你小钱友印象吗

纠错后：  我是保险公司的代理小钱有印象吗

纠错前：  目前给您订的机票是男孩公司明天的航班

纠错后：  目前给您订的机票是南航公司明天的航班

纠错前：  把电话给您是因为您可以参加积分兑一反一的活动

纠错后：  打电话给您是因为您可以参加积分兑一返一的活动

• 候选词生成
• 根据发音音素序列，筛选出音近字词集合

• 易错词统计，整理成易错词对集合

• 文本纠错

• 若包含易错词，替换后打分判断是否替代
• 选择分数最高的候选词作为结果

• 通过设定阈值调整纠正力度

• N-gram：多组语言模型提高稳健性

• 字级别 / 词级别
• 2-gram 3-gram 4-gram

后处理/文本纠错
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后处理/文本纠错

• 实验结果

• 结论一：适用于纠正替换类型的错误
• 结论二：适用于错误率较低的识别结果

A组 (0–20%)

(错误率较低)

B组 (20–50%)

(错误率中等)

C组(50–100%)

(错误率较高)

纠错前 纠错后 纠错前 纠错后 纠错前 纠错后

替换 6.1% 5.8% 18.1% 19.3% 43.2% 45.8%

插入 3.0% 3.0% 7.1% 7.2% 4.2% 4.4%

删除 2.2% 2.2% 5.4% 5.3% 12.2% 12.2%

合计 11.3% 11.0% 30.6% 31.8% 59.6% 62.4%

相对变化 ↓ 2.7% ↑ 3.9% ↑ 4.7%
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后处理/标点恢复

• 双向LSTM结构                     输入特征加入词之间的停顿时间信息

Word Embedding

请问 是 郭女士您好 吗

𝒘1 𝒘2 𝒘3 𝒘4 𝒘5

， <B> <B> <B> ?

词向量

停顿时长

𝒘1 𝒘2 𝒘3 𝒘4 𝒘5

， <B> <B> <B> ?

输入
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思考

• 传统Hybrid语音识别的优势
• 具有SOTA的识别准确率，尤其是数据量较小的场景
• 模块化的结构更方便进行性能分析与错误诊断
• 可以只基于语言模型对垂直领域进行场景适应
• 性能更稳定，经验参数无须过分调参，模型对参数敏感性较低
• 专业人员维护的Kaldi工具，兼具 前沿算法 & 工程优化
• Inference时对计算资源的消耗更低，保证CPU下的实时率
• Kaldi的其他特性

• 功能相对完备的框架：多通道语音识别、多语种语音识别、说话人识别/分离、语种识别、
语音唤醒/关键词检测、VAD 等

• Lookahead动态解码器：同时节省硬盘占用和内存消耗，适合客户端场景

• 更灵活精细的建模控制：发音词典概率建模、静音模型、额外语法grammar修正
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思考

• 可能的工作
• 区分性训练声学模型在口语打分/判错中的效果？
• 针对弱标注的语音数据（网络音视频）使用数据清洗方法进行数据预处理

• 针对无标注的语音数据，采用半监督学习方法
• 从成人声学模型到儿童声学模型，采用迁移学习方法

• x-vector优化及基于x-vector的online说话人适应（速度和准确率）

• 语言模型的不同领域适应（模型插值融合）

• 基于RNNLM/TransformerLM的语言模型重打分（效果提升与时间消耗的关系）

• 两个或多个模型/系统的结果融合（时间考虑？）

• 基于Transformer的端到端纠错后处理 
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