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(b) Finite-State Transducer (FST)
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« MMI — bMMI (boosted MMI)
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« MPE (Minimum Phone Error) / sMBR (state-level Minimum Bayes Risk)

MPE: phone-level Zzwp(0u|8)'“P(W)A(W, W)
sMBR: state-level FMBR = D (OU|S)HP(W/) |



- LIREER
Table 3: Results (% WER) of the DNNs trained on the full 300 hour training set using different criteria.

Hub5 ’00 HubS5 °01
System SWB | CHE | Total || SWB | SWB2P3 | SWB-Cell | Total
GMM BMMI | 186 | 33.0 | 25.8 18.9 24.5 30.1 24.6
DNN CE 142 | 25.7 | 20.0 14.5 19.0 25.3 19.8
DNN MMI 129 | 24.6 | 18.8 13.3 17.8 23.7 18.4
DNN sMBR 12.6 | 24.1 18.4 13.0 17.7 22.9 18.0
DNN MPE 129 | 24.1 18.5 13.2 17.7 23.4 18.2
DNN BMMI 129 | 24.5 | 18.7 13.2 17.8 23.5 18.3

o] J:
EEIS)%—> DNN-CE BF#iE8) R EENI4EMIL, sEfRfeE @)% CE #&8)7?
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« LF-MMI / LF-bMMI / LF-sMBR

Table 4. WERs of TDNN-LSTMP LF-MMI baseline and LF-

bMMI on Eval2000 using Switchboard+Fisher-2100hrs data

WERSs(%)
Models b SWB | CH | Total
LF-MMI | 0.0 8.1 [ 155 | 120
LF-bMMI | 0.05 | 8.1 | 152 | 11.7
Table 4: Performance of LF-MMI on various LVCSR tasks with LF-bMMI | 0.10 | 7.7 | 14.7 | 113
different amount of training data, using TDNN acoustic models LF-bMMI | 0.15 | 7.9 | 149 | 115
Database Size WER . .
CE CE—sMBR LF-MMI Table 6: WERs (%) for CSJ evaluation set.
AMI-IHM | 80hrs | 25.1 23.8 2241 Criterion El E2 E3 avg.
AMI-SDM | 80hrs | 50.9 48.9 46.11 (4dgram-LM)
TED-LIUM 118 hrs 12.1 11.3 11.2* LF-MMI 8.51 6.94 6.94 7.46
Switchboard | 300 hrs | 18.2 16.9 15.5 LF-MMI — LF-sMBR 841 672  6.86 7.33
Librispeech | 1000 hrs | 4.97 4.56 4.28 (4gram-LM + RNN-LM rescoring)
Fisher + SWBD | 2100 hrs | 15.4 14.5 13.3 LF-MMI 743 638 641 6.74
LF-MMI — LF-sMBR 7.49 6.22 6.16 6.62 (*)

(*) Character error rate (CER) was 5.03% (E1: 5.67%, E2: 4.90%, E3: 4.53%)

Table 7: WERs (%) for LibriSpeech evaluation set.

Criterion clean other
LF-MMI 3.72 8.69
LF-MMI — LF-sMBR 3.68 8.57
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« LF-MMI + sMBR

B8 LF-MMIERTIREIZRARE, WG EIERS, HFH1TET Lattice X2 MHll%k
Table 2: Comparison of objective functions on Hub5 ’00 eval i . i i
set, using SWBD-300 Hr data »r[{;?::sle 2. MR-WER (%) results on the submitted MGB-3 sys
— System dev test
Objective Model (Size) WER :
function Total SWBD Unadaoted without sSsMBR 47.42 -
CE TDNN-A (166 M) | 182 125 nacapted | with sMBR 4732 -
CE —» sMBR TDNN-A (16.6 M) | 16.9 114 LE-MMI 3597 _
TDNN-A (9.8 M) 16.1 10.7 ) )
LF-MMI TDNN-B O9M) | 156  10.4 Adapted | LF-MMI +sMBR ;gﬁ 2078
TDNN-C (11.2M) | 155 102 Primary : :
LF-MMI — sMBR | TDNN-C (11.2M) | 15.1 10

MASEEREE R
1. LF-MMI 89 chain #2847 ASR 5% FBHE LT CE B9 nnet3 1&HY
2. LF-MMI +sMBR XMl A EFENEK, EEMNKELLT U BERFAF, AEEENEANEWEH
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SLIGHER
S EE| 15h sup + 250h unsup 50h sup + 250h unsup
dev test dev test
Baseline 29.41 29.22 22.63 21.97
Best path 23.04 23.23 20.00 19.82
+ frame weight 22.02 21.89 19.60 19.61
PMALERE R

1. 300hB#R3E + 600nF BB EHTF Lattice FIFE MBI R, CERF 0.5% BIFERK;
2. FRFBEMNWIREXAK, JI4BESRESELFRFXANIES IR8HE, CER 48425 0.8%A9FF K.
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* acoustic_cost: transition_id X pdf id ZEiZMi_E a9% H
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Transformer Decoder fF1E=4&HY

e X [F& encoder-decoder attention

R = f& Al
Transformer B E1RE « {£F masked self-attention, #&fNfuture mask NHEBEXHER

Decoder
A A
Encoder
+ [ Feed Forward ] [ Feed Forward J
4 \
Feed Forward “ '
4 )\
~ Y 4 ‘| Encoder-Decoder
e N L Attention )
Self-Attention ( * . [ Masked.SeIf- J
N ‘. J Masked Self- Atte‘r:tlon
Attention

A

Transformer LM
Masked self-attention layer is only allowed to attend to earlier positions in
the output sequence. This is done by masking future positions (setting them

to -inf) before the softmax step in the self-attention calculation.
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#ZE AR N-Best EFT4H
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/
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r LMinterp(W) = ,BLMNN(W) + (1 - .B)LMngram(W)

LMoy (W) = z B; LM (W), Z B =1
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W* = argmax P(X|W)*Py(W)" P,(W)"2
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] BRRD/EF ]

BS R EITH

SLIGHER
Dev Test ’
Setup Method Hub5’00 Swb Callhm

clean | other | clean | other
TDNN-F + 4-gram 2.75 8.16 2.93 8.17 4-gram KN 12.8 8.6 17.0
Nﬂ'ﬂﬁsueam CNN 2.62 6.78 280 7.06 N-bESt (I_.STM) 109 7.1 146
+4-gram N -best (Transformer) 108 7.2 144
+TDNN-LSTM LM 2.14 5.82 2.34 6.04
+24-layer SRU 1.56 4.28 1.83 4.57 Non-iterative (e = 0.5) 10.6 6.8 14.3
+Interpolated SRU 1.56 4.25 1.79 4.49 Non-iterative (e = 0.005) 10.4 6.8 14.0

Lattice: Concepts, Methods and Applications



LT-LM: a novel non-autoregressive language model for single-shot lattice rescoring

N-Best/Lattice Rescoring fY[o] &

REZEEITR, LatticeB BB AZ R KIEFHIE

Sing-Shot Lattice Rescoring

HEEY attice HITEMHETFF

IZ(EEN BIRFIES P EESFEER)

N Lattice MARZEMFY], #HHEE LatticeArc BIHNES 4%, 5 Lattice Rescoring EEHNBHRER S
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4. FERAVESIRE!, AT Lattice E$T4: SRU / Transformer-XL 55
5. &% single-shot Lattice BFTHTTE

2. EF Lattice BN F

1. XEEKRER ETASR Lattice NEZBEEERIMRS|, HTERGFRMN. Fie
2. OEIEM: Lattice fEN N BAES LIEMIEMR AR
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