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AdaSpeech
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AdaSpeech 2: Adaptive Text to Speech
with Untranscribed Data

Yuzi Yan, Xu Tan, Bohan Li, Tao Qin, Sheng Zhao, Yuan Shen, Tie-Yan Liu

ICASSP 2021
https://arxiv.org/pdf/2104.09715.pdf
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AdaSpeech 2
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AdaSpeech 2
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AdaSpeech 2
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AdaSpeech 2
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AdaSpeech 2

SCIS(ER
« Source Multi-Speaker TTS
o JIZEYE: LibriTTS, 586 /B, 2456 MEIEA
« Adaptation
. EUE1: VCTK, 44 /BT 108 MEEEA
- #UE2: LISpeech, 24 /Bt 1MGEEA
- EWE3: AEBEY spontaneous speech
- 1EEY)|&BCE
o EHIREEZ: 16kHz
© Bilim: XANMER 92p BEE R
« Phoneme / Mel Encoder + Mel Decoder
- embedding size, hidden size #E 256
Multi-head: 2 head
« Conv1d: filter size 1024, kernel size 9
« Mel Decoder #ij: 256
- Linear: i1 80, target X3R/F 80 4EAY Mel 4H4iE

158 E

« Step 1: 100000 steps, Source Multi-Speaker TTS
« Step 2: 10000 steps, Mel Encoder Aligning

« Step 3:2000 steps, 1:41& Mel Decoder

IIZxR5EER

« Step 1 + Step 2: {FHIIEBINTAEIE

Step 3: RA7T BiRRIEATTIRERIETE

N FEARNTIRESSE, AREFIIGENNLES, RFEHIT Step 3



AdaSpeech 2
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AdaSpeech 2
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Metric | Setting | VCTK | LJSpeech
GT 3.08+0.12 | 3.63 £ 0.11

GT mel+Vocoder | 3.42£0.12 | 3.49£0.11

MOS Joint-training 291 +0.09 | 2.89 £0.12
PPG-based 3.39 £0.11 | 3.44 +£0.12
AdaSpeech 3.39 +£0.10 | 3.45+0.11

| AdaSpeech2 | 3.38£0.12 | 3.42+0.12

GT 4.20+0.12 | 4.24 £ 0.09

GT mel+Vocoder | 4.06 £0.08 | 4.02£0.11

SMOS | Joint-training 3.71+£0.13 | 3.19 £0.16
PPG-based 3.82 £0.11 | 3.51 £ 0.15
AdaSpeech 3.94+0.12 | 3.59 £0.12

| AdaSpeech2 | 3.84+0.08 | 3.51 £0.12
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AdaSpeech 2
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Table 2: Analyses on the adaptation strategy. Origin repre-
sents the original pipeline that constrains the mel encoder and
the phoneme encoder with an L2 loss, and only fine-tune a
part of parameters in the mel decoder.

Setting | CMOS | SMOS

Origin | 0 | 389%0.12
Without L2 loss constraint —0.112 | 3.82 £ 0.12
Fine-tune mel encoder & decoder | —0.132 | 3.79 +0.12
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AdaSpeech 2
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AdaSpeech 3: Adaptive Text to Speech
for Spontaneous Style

Yuzi Yan, Xu Tan, Bohan Li, Guangyan Zhang, Tao Qin, Sheng Zhao,
Yuan Shen, Wei-Qiang Zhang, Tie-Yan Liu

Interspeech 2021
https://arxiv.org/pdf/2107.02530.pdf
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AdaSpeech 3
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Table 2: The statistics of the three datasets mined for sponta-
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" Adaptation Ste Name Sentence Num
T RRER FP : dicti : SPON-FP 2952
. prediction -
*  SPON-FP, F3F FP Predictor Rhythm fine-tuning  SPON-RHYTHM 14273
e 338um:ahm Speaker adaptation = SPON-TIMBRE 50

« 2614 uh: ah
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AdaSpeech 3
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Table 1: An example of text-FP data pair. Phoneme w/o FP is

the phoneme sequence with filled pauses (FP) removed.

Raw text

Raw phomeme
Phomeme w/o FP
FP tag

It’s called um right uh apple
thtskaoldahmraytahaepaxl
thtskaoldraytaepaxl

0,0,0,0,0,0,2,0,0,1,0,0,0,0
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AdaSpeech 3
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AdaSpeech 3
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AdaSpeech 3

SCIR(ER
« Source Multi-Speaker TTS
« JIIEHUR: LibriTTS 586 /\Bt, 2456 MMEA
- 1REN)ISECE
- EIEREEER: 16kHz
«  Hilim: MAER g2p BESE
«  Phoneme / Mel Encoder + Mel Decoder
- Embedding Size, Hidden Size #82 256
« Multi-head: 2 head
« Conv1d: filter size 1024, kernel size 9

« Mel Decoder #itH: 256
Linear: faHd 80, target XJRF 80 #EAY Mel 4HiE

. dllfﬁlﬂﬁ
- Step 0: 100000 steps, Multi-Speaker TTS #&2Y%)||2k
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AdaSpeech 3

iﬂtkggiﬁ Table 3: The SMOS results of AdaSpeech 3 and the baseline.
GT: ESgAS Setting SMOS
F RESIAR GT 4.33 +0.14
« GT Mel + Vocoder: #5H=fiSa8 MelGAN X3 MOS I/ GT mel+Vocoder  4.07 + 0.14
« AdaSpeech: ;£F FP / Rhythm By Adaptation AdaSpeech 345 £0.18
AdaSpeech 3 3.75 £0.16

« AdaSpeech 3: FP + Rhythm /Speaker Adaptation

Table 4: The MOS results of AdaSpeech 3 and the baseline in
terms of different evaluation aspects.

 Adaptation RUitiEA: VCTKFEN2 B2
- Adaptation #igE: 8A 50 %

2025/12/20

. o Setting Naturalness Pause Speaking Rate
MSCE: SPON-TIMRE B9 15 530K GT 4144 0.06 4.014+0.06 3.04+0.06
TEMAZL: 20 A GT mel+Voc 3.84+0.06 3.78+=0.06 3.06 £ 0.08
At AdaSpeech 3.21+006 3.36t0.06 2.66=x0.08
PF{fitERR: MOS / SMOS / CMOS AdaSpeech3 3.45+0.06 3.53+0.06 2.79 + 0.06
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AdaSpeech 3

SISt
FP prediction BY{EH

STEYSELS - BEATIENAEEAE FP, FOFRNEY FP 34T CMOS B, Table 5: The CMOS results in the ablation studies of rhythm

fine-tuning. w/o MoE: fine-tuning with the single duration pre-

*  FP predictor 9 CMOS LUREHRIE 0.156 dictor instead of MoE; w/o duration adaptation: using the sin-

. EEESE? EA AR STIEN SRS gle duration predictor without fine-tuning. w/o pitch adap-
£ R33! NRETX 2 NE=S

tation: using the pitch predictor without fine-tuning. w/o
pitch/duration adaptation: using the pitch/duration predictor
without fine-tuning.

Rhythm Adaptation
o XbsLie—: ARF MoE, RE—/NZiBRY Duration Predictor Setting with FP  without FP
[E+EF SPON-RYHTHM #3=REM AdaSpeech 3 / /
XFEEILEE —: AF SPON-RYHTHM #@#EE(fL Duration Predictor w/o MoE —0.332 —0.274
. JIHKED=: MoE Efti £, 7<FJ SPON-RYHTHM %2 Pitch Predictor z;g ﬁirciﬁ;’ga;f:gf;ﬂm :g:?gg :g:ﬁg
SFEVSEESPY: Pitch/Duration Predictor E3AEM w/o pitch/duration adaptation  —0.384 —0.308

SCIG4EER: 1 FP Predictor 9ERE E, Rhythm Adaptation {AIl 7B AR
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AdaSpeech 3
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«  #0 AdaSpeech i##17%Jtl, CMOS BIFTEHT 0.175 (258) #1 0.205 (2%2)
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Table 1: The MOS and SMOS scores with 95% confidence on LibriTTS, VCTK, and LJSpeech.
Metric | SMOS (1) | MOS (1)
Dataset | LibriTTS VCTK LJSpeech | LibriTTS VCTK LJSpeech
GT 4.09 £ 0.11 4.17£0.10 4.08 +0.10 3.45 +0.12 3.69+0.13 3.67+0.13
GT mel + Vocoder 3.97 £ 0.10 4.13+£0.09 4.03 +£0.09 3.42+0.12 3.68+0.14 3.62+0.12
FastSpeech 2 (vanilla) [5] 3.33 £0.13 3.23 £0.12 3.26 + 0.13 3.12+0.14 3.54+0.14 3.16 £0.12
FastSpeech 2 (d-vector) [5] 3.12+0.14 2.98 £0.12 2.80£0.12 3.08+0.14 2.63£0.13 3.53+£0.14
AdaSpeech (zero-shot) [10] 3.62+0.14 3.79 £ 0.10 3.54+0.12 3.22+0.13 3.63+0.14 3.35+0.17
AdaSpeech 4 ‘ 3.884+0.11 3.86+0.10 3.68+0.10 | 3.34+0.12 3.66+0.13 3.37+0.11
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Table 2: The SMOS and CMOS scores with 95% confidence on
LibriTTS for ablation study.

Ablation

Modules | Settings SMOS (1) |CMOS (1)
;ﬁﬁﬂggﬁ: g*ﬁiﬂﬂg"ﬁmﬁ*ﬁ |#1 | AdaSpeech 4 |3.88 + 0.11| 0
#2 |#1 — k-means init | 3.84 £0.11 | — 0.36
1. Speaker Extraction Eif;fgn #3[#] — Lreg t 3.67+0.11 | —0.46
. X | #4 |#1 — basis vectors | 3.62 £0.12 | — 0.17
. - init: BEH% NEZESE Saaligbay i eaker |#3 |#1 — encoder CLN| 3.72 £0.12 | —0.21
#2) k meaE? IF;I:C. Blﬁﬂ?‘ﬂﬁﬁiﬁ, :’; FREREHIIaL Csoﬁldilfion #6 |#5 — decoder CLN| 3.70 £ 0.11 | — 0.36
) iﬂ*ﬁ“ﬁwﬂlﬁl*\*, YERIIWA spoaker |17 |11 — Laist 3644012 | —0.06
L) AR EREIEIE Loss | . superiion {8 1 3 G| 300 E 008 | T 60
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Figure 2: The SMOS and CMOS of different number of basis
vectors on LibriTTS test set.
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