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Background

Transfer Learning (Brief Recap)

« Regular Adaptation
« Speaker-Conditioned Adaptation

Representation Learning (Networks)

« Speaker Encoding
« Style Encoding

Meta-Learning (Few-shot Learning)

« Model-Agnostic Meta-Learning (MAML)
+ Meta-TTS

Summary
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AAXEE: Transfer Learning Representation Learning
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Arik, Sercan, et al. "Neural voice cloning with a few samples." Advances in neural information processing systems 31 (2018).
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Hil7i%: Speaker Adaptation
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Embeddin, Embeddin; 15 - 5 samples (embedding)
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Arik, Sercan, et al. "Neural voice cloning with a few samples." Advances in neural information processing systems 31 (2018).
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BuHhRAG%: Speaker Conditioned Adaptation

Speaker adaptation: RASHEKXN, MHUREISHZ, HEE

Speaker conditioned adaptation : RAIGEFHEMESHE, RRNSHKIGRRENZEN
CLN RORAR: IEINLASSEASERIF/FA (condition) RIRER, RENESHIEABRAISE

*

| Linear Layer ]
. o Metric | Setting | # Params/Speaker | LJSpeech VCTK | LibriTTS
Mel Decoder Conditional LayeNormalization (CLN)
(Condifional L ayerNorm) A GT / 3.98+0.12 3.87+0.11 | 3.72+0.12
X —mean GT mel + Vocoder / 3.75+010 3.74+0.11 | 3.65 +0.12
Positional scale * + bias MOS
Encoding R Baseline (spk emb) 256 (256) 2.37+0.14 2.36+0.10 | 3.02+0.13
- 1 1 Baseline (decoder) 14.1M (14.1M) 3.444+0.13 3.35+0.12 | 3.51 £0.11
| Variance Adaptor J inear Linear Laver,
A AdaSpeech | 1.2M (4.9K) | 3.454+0.11 3.39+0.10 | 3.55£0.12
(L Acoustic Condition Modeling | ([ Speeker i“‘hcddi“g] GT / 436+0.11 4.44+0.10 | 4.31 +0.07
A . GT mel + Vocoder / 429+0.11 4.36+0.11 | 4.31 +0.07
( Phoneme Encoder ] Speaker ID SMOS )
_ Baseline (spk emb) 256 (256) 279+0.19 3.34+£0.19 | 4.00£0.12
%@ f’;;j;;;l';f]' Baseline (decoder) | 14.IM(14.1M) | 3.57+0.12 3.90+0.12 | 4.10 £0.10
AdaSpeech | 1.2M (4.9K) | 3.994+0.15 3.96 £0.15 | 4.13 £ 0.09

| Phoneme Embedding |

Phoneme

Chen, Mingjian, et al. "AdaSpeech: Adaptive Text to Speech for Custom Voice." International Conference on Learning Representations. 2020.
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BUlhR75i%: Speaker Conditioned Adaptation
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Yi, Yuanhao, et al. "Prosodyspeech: Towards Advanced Prosody Model for Neural Text-to-Speech." ICASSP 2022.
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Jia, Ye, et al. "Transfer learning from speaker verification to multispeaker text-to-speech synthesis." Advances in neural information processing systems 31 (2018).
Cooper, Erica, et al. "Zero-shot multi-speaker text-to-speech with state-of-the-art neural speaker embeddings." IEEE ICASSP. IEEE, 2020.
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Speaker Encoding
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Xue, Jinlong, et al. "ECAPA-TDNN for Multi-speaker Text-to-speech Synthesis." arXiv preprint arXiv:2203.1047 3 (2022).
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(b) Res2Net module

Fig. 2. Comparison between the bottleneck block and the proposed
Res2Net module (the scale dimension s = 4).
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£5i6—: Speaker Encoding 5 Speaker Identification A9{E%14
- Speaker Identification : {ERGIHD LRSS T, ARIMEEEEAIER

° eca pa S X_Vector S d _Vector S I_Vector Table 1: EER and MinDCF performance of all systems on the standard VoxCelebl and VoxSRC 2019 test sets.
Architecture # Params VoxCelebl VoxCelebl-E VoxCelebl-H VoxSRC19
y NN 2N =4+ * \Y 4
« RAFZHEATISEYS pea ker Encoder, 1§ */T\J:ﬁxﬂdﬂg*mfi EER(%) MinDCF EER(%) MinDCF EER(%) MinDCF EER(%)
E-TDNN 6.8M 1.49 0.1604 1.61 0.1712 2.69 0.2419 1.81
i‘jtb r‘ul ?‘ﬁ E-TDNN (large) 20.4M 1.26 0.1399 1.37 0.1487 2.35 0.2153 1.61
ResNet18 13.8M 1.47 0.1772 1.60 0.1789 2.88 0.2672 1.97
R ResNet34 23.9M 1.19 0.1592 1.33 0.1560 2.46 0.2288 1.57
« reconstruct: GT mel + HiFi-GAN
ECAPA-TDNN (C=512) 6.2M 1.01 0.1274 1.24 0.1418 2.32 0.2181 1.32

ECAPA-TDNN (C=1024) 14.7M 0.87 0.1066 1.12 0.1318 2.12 0.2101 1.22

« baseline: {#F speaker embedding table

Table 2: The results of the subjective MOS tests for naturalness

- x-vector: FastSpeech2 + i)l x-vector Encoder and speaker similarity.
- ecapa: FastSpeech2 + )l ECAPA-TDNN Encoder Model  methoa St Unseen  Unseen
£Eie febonsimet 400 411 410
. a2 . . N MOS baseline 3.70 - -
« ZAi Speaker Encoding A4l Speaker Embedding Table AYZER xvector 351 351 338
ecapa . X .
° {E ECAPA E%WEEiEAJ:@UT@;E{J SMOS reg:onslyruct ggg 4.69 4.66
- X{IBENIEER] speaker embedding, TEERSNRIAARYZHEESIHT Sty e

Xue, Jinlong, et al. "ECAPA-TDNN for Multi-speaker Text-to-speech Synthesis." arXiv preprint arXiv:2203.10473 (2022).
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Representation Learning

£ZEi6—: Speaker Encoding 5 Speaker Adaptation BIfitER=3ILL

| Approach | Sample count |
T | 2 | 3 | 5 | 10
Ground-truth (same speaker) 3.911+0.03
Ground-truth (different speakers) 1.52+0.09
Speaker adaptation (embedding-only) || 2.66+0.09 | 2.64+0.09 | 2.71+0.09 | 2.78+0.10 | 2.95+0.09
Speaker adaptation (whole-model) 2.5940.09 [ 2.95£0.09 [ 3.01£0.10 | 3.07£0.08 | 3.16:£0.08 |]
Speaker encoding (without fine-tuning) || 2.48+0.10 | 2.73+0.10 | 2.70+0.11 | 2.81+0.10 | 2.85+0.10
Speaker encoding (with fine-tuning) || 2.59+0.12 | 2.67+0.12 | 2.73£0.13 | 2.77+0.12 | 2.77+0.11

BERERE Speaker Encoding

Speaker Adaptation

AEEIMATHER (AR R AT BEE AL,

MBREFERIEANSHRERAE IR IE A (B
A - TR =] NECN=D

rs

< R MEEREY, EENMEA—ERE, JREXS ZEENE, MIGERIEANFERRERERS
FUERTERELEACORER T LR BEIARIAERIUR, FERTIRK

FHERIE AN IS EERBRRT, FSHIM mismatch AYE

Arik, Sercan, et al. "Neural voice cloning with a few samples." Advances in neural information processing systems 31 (2018).
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£5i8=: Speaker Encoding 5 Speaker Adaptation {E##EEL

i Spea ker Encoding TE{%T%&)ﬁg&%U$§EI‘ﬁE'\LEA%@/ M@E@E’\J{_ﬁ,@\ Table 1: The results of the objective speaker verification tests for
. " . s g TTS models with different types of speaker representations.
7E Speaker Adaptation FJtEEIGIEN Speaker Encoding 1RtEHEER
NV . : . Speaker Representation Results
© T FRIRIEAFRIATRIR (S pea ker-1D FIESRERF/9%EIN) Model Pretrained Learnable SV Accuracy
© RN REFMREARERERNSE, BERESHIATEFRINER d-vec x-vec VC embed GST Track 1 Track 2
. v 772 367
TTS Training v 785 377
S e S e (a) Tacotron 2 v 942 727
at ot | B v .630 703
unTruth RE U unTruth Speaker v 102 050
Mel-Spectrogram Text Mel-Spectrogram ID v 977 323
\ S \ A i 4 o A 4 _ v 973 623
: : : Speaker (b) FastSpeech2 v .980 .837
PSR Model ! "_FTS_ ]_Encodi:r ,: ‘ GST Model .: ' Embedding | v 988 490
i \ \ \ v 778 340
il J | / / 018 747
i R L - R | v o 983  .937 |
Linear Layers Linear Layers | | Linear Layers (c) FastSpeech2 v v 082 783
""""""" T v v v 988 897
LR LELE TR . - . v v v v 990  .887
D D D _): TTS Decoder i_) : ' :_ * The colored row is the model used for the final submission to the ICASSP
Tt ynthizcd 2021 M2VoC challenge. Due to the time limitation, we did not submit our

Mel-Spectrogram best model.

Chien, Chung-Ming, et al. “Investigating on incorporating pretrained and learnable speaker representations for multi-speaker multi-style text-to-speech.” |IEEE /ICASSP, 2021.
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M Speaker Encoder %l Style Encoder
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i
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M rocessing Gated Linear Unit
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TR LA
e E==R
Mylli—hua_xd Multi-!‘!cad
° GT mel + Vocoder: GT %?.[E + MeIGAN Eﬁg%% self-attention Attention
«  Multi-speaker FS2: FastSpeech2 (no SALN) p—
«  Multi-speaker FS2 +d-vector: FastSpeech2 + Speaker Encoder S——
«  StyleSpeech: Mel-Style Encoder + SALN
Style vector w
Model MOS (1) MCD () WER({) Model | SMOS (1) Sim (1)
GT 4.37+0.15 - - GT 4.75+0.14 -
GT mel + Vocoder 4.02+0.15 - - GT mel + Vocoder 4.57+0.14 -
Multi-speaker FS2(vanilla) 3.53+0.13  4.50+0.21 16.49 Multi-speaker FS2(vanilia) 3.4110.16 0.80
Multi-speaker FS2+d-vector 3.46+£0.13  4.5310.21 16.51 Multi-speaker FS2+d-vector | 2.424-0.08 0.66
StyleSpeech 3.841+0.14 4.49+0.22 16.79 StyleSpeech | 3.8340.16 0.80
Metric SMOS (1) Sim (1) Accuracy (1)
Length <lsec 1~3sec 1 sen. 2sen. <lsec 1~3sec1sen.2sen. <lsec 1~3sec 1sen. 2 sen.

Multi-speaker FS2(vanilla) 3.14+0.17 3.63+0.16 3.31+0.14 3.36+0.12 0.713 0.735 0.775 0.773 64.80% 73.80% 72.60% 81.40%

Multi-speaker FS2+d-vec]

StyleSpeech

3.324+0.16 4.134+0.16 3.50+0.10 3.464+0.12 0.725 0.756 0.791 0.795 77.60% 85.00% 83.46% 85.19%

Mel-Spectrogram

Multi-Head
Attention

&—0

FC layer + Mish

Positional
Encoding

x2

Variance Adaptor

FC layer

Multi-Head
Attention

o—

Positional
Encoding

Conv 1D + Mish

Phoneme Embeddings

Min, Dongchan, et al. "Meta-styles peech: Multi-speaker adaptive text-to-speech generation." International Conference on Machine Learning. PMLR, 2021.
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Representation Learning

Training

M Speaker Encoder % Style Encodker

| “Style token” layer
Global Style Tokens (GST) w

| Reference encoder

g

S W
InpUt |Me| ____________ »  Decoder
Y m—— e e Tuston g

Conv2d Inference

Conditioned on audio signal ! Conditioned on Token B

BatchNorm2d

' x6

o /

Reference Embedding

Wang, Yuxuan, et al. "Style tokens: Unsupervised style modeling, control and transfer in end-to-end speech synthesis." /ICML. PMLR, 2018.
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Representation Learning

M Speaker Encoder %l Style Encoder

hif
Hierarchical GST

- Z—2 GST: Speaker-1D SIS E
« BT/ZEGST: B AXgEE BRE

. ) Style L. Style
> embedding ™ attention <

|
|
[
[
!
||
Reference Reference | [ PI:SOd_y ' ttStytle _
waveform e embedding ! attention
|
|
[
[
|
|
[
|

. . GSTlayer1
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Tacotron seqZseq |~ S;eCTm;p;dic_ror_ ___________
I
| Y

[Phoneme sequence]—l—»[ Encoder ]—»[

An, Xiaochun, et al. “Learning hierarchical representations for expressive speaking style in end-to-end speech synthesis.” |IEEE ASRU, 2019.
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Representation Learning

M Speaker Encoder %l Style Encoder
Multi-Scale GST

i

Decoder

¢ Positional
Encoding

Variance Adaptor

Phoneme Encoder

é Positional
+ Encoding

Phoneme Embedding

A

Grapheme2Phoneme

T

Uy

Ground-truth
Mel-spectrogram

Muiti-Scale Style
Extractor

|

Multi-Scale

Style Embedding

Multi-Scale Style
Predictor

|

Wori,Wora, oo s Weiengin(y,)

[

BERT

]

U L;U Llly"'aUL

Mel-spectrogram
of 2L+1 sentences

Global
Reference Encoder

A

k. —
Subword boundaries

Sentence boundaries

Mel-spectrogram Mel-spectrogram
of current sentence of each subword
Sentence Subword
Reference Encoder Reference Encoder

Global Sentence Subword
Style Token Layer Style Token Layer Style Token Layer
Sy *Ss sw

Multi-Scale Style Embedding

denoted as a subword reference embedding E,,. The lower-
level embedding E,, may contain redundant style information
which has already been covered in the higher-level embedding
E,, and similarly for E,; and E,. To reduce such overlapping,
the residuals between three reference embeddings are represent
as the style variation, which can be described as:

R, = E, M)
R.=E, — E, 2)
Rw = Ew - Es (3)

where Ry, R, and R,, is the residual style embedding of global-
level, sentence-level and subword-level respectively.

Model | CMOS

Proposed 0
-global-level style —0.428
-multi-scale framework —0.640

-residual style embedding | —0.516

Lei, Shun, et al. “Towards Expressive Speaking Style Modelling with Hierarchical Context Information for Mandarin Speech Synthesis.” ICASSP IEEE, 2022.
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B4E—: Speaker Encoder ] Style Encoder BIZfEXEL

1. =B

- B utterance REINRIMEFS), embedding YEJIERIRY conditional A

* Speaker Encoder E@FIRIEATGREY, EMBRES TiREANS B/ NISEZLHEER

- Style Encoder EiEEHIEANRIEEM, {1B7E Voice Cloning {55 EtEAILAERIE ARER{ARAE

2. JJlIEEB

«  Style Encoder FIFEZAEEEXS)|1450T, iIRBEIMURERL, IWE(ERTERERFF IR BfR
» Speaker Encoder fIEFARBEASIIEAY, FEENTINMITIEADERAEE, HTSESFES

3. *ﬁﬂ%ﬁiﬁﬁ' Mel Input

; CNN(TDNN), RNN
+ Tricks: Residual, Squeeze and Excitation (SE)

| Pooling | ! average pooling (mel-style encoder), statistics pooling (x-vector),
 attentive statistics pooling (ecapa-tdnn), weighted embedding (GST)

embedding
______ S

i classifier



B4 GST {EJ Speaker Encoder (iiiEA D7)
« BiRIEARA—EERERANTERER, ERENNEERRIEARLERE

« J& GST 1§ token fi 5

Generated Speech !

Speaker
Supervision

A
I

(- Mel Decoder ]\
[ |

[ Speaker Condition ] H

Reference Speech

[ Variance Adaptor ] Speaker

Extraction

[ Phoneme Encoder ]

Speaker Condition J

[ Phoneme Embedding ]

Phoneme

Speaker Representation

I
// Atlentionl Module \\

[ Speaker Basis Vectors ]

[@ i@]

Attention Weights

=)

1
Speaker Embedding

[ Speaker Encoder ]

Speech

ERIFEARKAE, AR speaker embedding #5 fiRH
HOER0% M4, &E>kE speaker embedding FIEEMER attention 118

IEAZE R

Wu, Yihan, et al. “Adaspeech 4: Adaptive text to speech in zero-shot scenarios.” Interspeech 2022.
Xiao, Ruitong, Haitong Zhang, and Yue Lin. “DGC-vector: A new speaker embedding for zero-shot voice conversion.” ICASSP IEEE, 2022.
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Meta-TTS: Meta-Learning for Few-Shot
Speaker Adaptive Text-to-Speech

TASLP 2022



Meta-Learning 7t @

- FUE: 34T, learning to learn RAUB AR A LR
© FEFI AN EERTIIUESEE RIZEASBIAIR
. TR USRS — T o Nanfeize NFE I FMRM A
[BREIZTE

1. BURED: MFEAEY. [EEwE

2. FIJER: Speaker Adaptation IE(UREZS, BERBMNERE

3. ZUWHEF: REFNRIEA LRSI

IMESS: &{5 apple. bananaKEFRKFS; T HERIH strawberry, MRTEIRETEFS \
TTFS: BIRBARES strawbenry A S, BrEIFaRGERMRANFES Bir, MEFIE
RS, ZERERESHERIEEERREANAS

FRF—HES, REHERFSIR IPA, 1 [PA B/l EINUITNE, T ERFLSMESNAS /
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MAML: Model-Agnostic Meta-Learning

MAML: E8IFEXRITF

Model-agnostic meta-learning for fast adaptation of deep networks
C Finn, P Abbeel, S Levine - ... on machine learning, 2017 - proceedings.mir.press

Model Agnostic s BRI /AEREVARTTRIRY. ANERELHI TR ... for meta-learning that is model-agnostic, in the sense that it is compatible with any model
trained with gradient descent and applicable to a variety of different learning problems, ...
ZOBIR: SIFEEa NG, ¥R Adaptation FIEfh task AYEE ¢ Save D9 Cite Cited by 6954 Related articles All 15 versions 5%

ELHHHES: -

Tl=iA il

£55: £ C1-C10 EFmIgMEE, BET1-T5 ERGEEE B inEssauRE

Base-Learner

E&D RIS WnEFRMIERTE T1-T5 LTk (HENER

Meta-Learner

ETMEEE, TSI base #R! (Fil) | ERRIIAMAINE)

Meta-Train Classes

C1-C10: 10 551, B35 30 kB, £ 300 skEH

Meta-test Classes

T1-T5: 5355, 84135 20 5KER, #£ 100 SKER

N-way K-shot

N RSB, KRB SBIRIEEAREL

5-way 10-shot

5-way: Ffil)IlR/Meta-train FYER, M Meta-train & C1-C10 10N 515, BEHLER 5 3, AIX 5 39
K-shot SUEIEA—IRDES T,

10-shot: ENEEBIEE 10 MERIEAES T AIGE, RIRHAIEAES T RIS

IIZEFRHES T B9 support set, HEFRAHMES T B9 query set

Task (meta-task)

& N-way K-shot B9 3E53E0/9 meta-task
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MAML: {E8EXAITES

MAML B9l Ex&54=
MAML &4 N-way K-shot f9{ESS (meta-task), HUATZBEREZIMSTH—MER
MAML B batch 2H—4A task (B task #8A support set #1 query set) #pKAY

MAML AYF50)1185 Algorithm 1 Model-Agnostic Meta-Learning
4-7: J9FEA task, SHIBRERER, HITRERURSHEER Require: p(7): distribution over tasks
5; N 3665/ME5) K A support #78, EF NxK 4 support #4388 Require: o, f: step size hyperparameters
6: BT LSRR, ERE EARENS I: randomly initialize §
' PRIPPRIESR, BT TRIAMREES 2: while not done do

8: Meta-Learning B9/ 38, FR9 meta-update 3:  Sample batch of tasks 7; ~ p(7)
* Loss 2R task B9 query set FRHENAIEFENRIZEE CITEER, # 4: for all 7; do

NI S S E R T RAAHOT 4B | 5: Evaluate VL7, (fp) with respect to K examples

6: Compute adapted parameters with gradient de-
. scent: 6, = 0 — aVeLr,(fo)

MAML 3648 7:  end for
- FUGHIRR SRS 8: Upda.te 00— BVo) 1 pr L7 (for)
- EIgERBE— K-shot B task, &% query set, FILARBREBHL: MR 9: end while

task Y support set fAiE#EEY



Speaker Adaptation + Meta-Learning

« W&R: Speaker Adaptation 35RF, (BREZXIEN, HEMITERREES, MLIAGELRSTEER
«  Meta-Learning fRAY/ERA / {5 Fast Adaptation, HEEIGRIEEEN
« Meta-TTS = Speaker Adaptation + Meta-Learning, {{#2E#}, BRI SHEEAEEE

Algorithm 1 MAML for Few-Shot Learning

Require: p(7): distribution over tasks
Require: «, 3: step size hyperparameters
* Meta-learning AELHISEOAEH £ S I: randomly initialize 6

2: while not done do
Sample batch of tasks T; ~ p(T)

Meta-TTS B{(E&

b

. N % . = 4. for all 7; do
*  Meta-TTS WEMAL: REHT speaker 1HXAISE, 5 finetune FHRF—EL 5 sample K datapoints S, — {5, 5} | from T;
0; = {0r,0va,,0p,, Es,i} 6  Let6 0
. 7: for N gradient decent steps do

Ova,i,0pi, Es; = argmin L(6,S;) 8: Inner update: 8; < 8; — aVg, L (0;,S;)

Ova,0p,Es 9; end for Q
: i (%D Q)16 ,
. Meta-TTS 9I\)§ﬁ|‘:ﬂ_’, E?‘ﬂ%’ﬂﬁ’ﬂéﬁﬁ%ﬁﬁ 10 Sample () datapoints Q; {(xJ Y, ) 1 from 7;

for the meta-update

. 11:  end for
6 = {BE’ Ov 4,0, ES}‘ 12 Meta-update: 8 < 0 — BVoEr, . L (6:, Qi)

13: end while




Meta-TTS BISEIEIGiT
i3XLA 5-shot Voice Cloning J3f5l

« Meta-train: LibriTTS (train-clean-100), 247 PMiGEA, 54 /NIFE=SR

Meta-test: LibriTTS 30 NEfthiEA; VCTK 80 MEEA, BMEEA 14 meta-task
B> meta-task: supportset =5, queryset =5
support set EZIEARGHE, RIERFHRE
» query set FUEZIR IR ARNESIFIE
* support ¥ query HFAFRBEE—MRIEA
7o\ Meta-train HRREHLIEE—MRIEA
BMRIEARREART, BEHIER S + 5 = 10 SLESMESD task A9 support / query set

B> batch 8 4 task, SCFRE 8 x (5 + 5) = 80 5&5; baseline By speaker adaptation [EfFiZ & batch size=80
Fhges{E A MelGAN



Meta-TTS

Meta-TTS BISCISHT

. LibriTTS VCTK
Approach ~ Adaptation
MOS MOS

Ground truth

Real utterances 410+ 0.16 4.04 +0.11
Reconstructed 3.47+0.30 3.38+0.15
With embedding table

Baseline 10 steps 2924023 3.40+£0.15
Meta-TTS 10 steps 295+0.19 3.44+0.14

——- Same spk

Baseline (emb table)
Emb, VA, D
#- Emb, VA

& Emb, D

Different spk —&— Emb

Similarity
o
(o]

o©
~

0.6 1

~~- Same spk

0.90 A
0.85
0.80 A

y

£ 0.751

ilari

Sim

0.65 A
0.60
0.55 A1

0.70 A

0 20 40 60 80 100
Adaptation Steps
Baseline (emb table)

Emb, VA, D
& Emb, VA

& Emb, D

Different spk #- Emb

T

0 20 40 60 80 100
Adaptation Steps
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Meta-TTS (emb table)

—=—=- Same spk Emb, VA, D @ Emb,D
Different spk & Emb, VA 4 Emb
094
208 I ]
k:
E
v 0.7
0.6
0 20 40 60 80 100
Adaptation Steps
Meta-TTS (emb table)
——- Same spk Emb, VA, D & Emb, D
Different spk & Emb, VA —&- Emb
0.90 -
o8s{
0.80 -
2 0.75 1
5
£ 0.70 1
&
0.65 -
0.60 -
0.55 -
0 20 40 60 80 100
Adaptation Steps
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2L

1. Speaker Encoder / Style Encoder / Speaker Adaptation BYHE&

2. GST ZHH=ia,
- ET GSTHIRIBEATEEE, BHAREAESESEAERENE N IINERIE
. AEEWIEIE: Hierarchical GST, Multi-Scale GST

3. MAML = 3 A FHEE ROl 25

=

1. REAREMEIEN (EEIRA/OETEL)

2. GST ZRBTEIMFERYEEE embedding iA—2 5%






An, Xiaochun, et al. “Learning hierarchical representations for expressive speaking style in end-to-end speech synthesis.” IEEE ASRU, 2019.

Hierarchical GST

ByteDance

bl =TREN

- Il MTREREA. BNRBAXNBSENESEE, CNAHEBIZE GST, FHiZAMEME S (EF8)HIiHiZANMEES [#iE]
- EREA. ISEZEBRXEARARNERLE, BFRHED token embedding KiEE, MAHERA—E token MIRZH GST K&

X TEHR RN ZRZEENEALIMAY, XX EERAMAHRE, BRIEXEHBITWIE: the residuals can increase the style information
for decomposition, BkZRETS28 IR EGSTHI MR E XS0 i e — L KIS A,

[ |
| |
| |
| |
| |
| (Token2 ) |
I |
Reference Reference Prosody : Syle Y7 : @_L* Style v 1
e encoder embedding i | attention WP |" | embedding attention |\
i (Tokn9 ) |
] |
| i \ Token 10 ’ i
|\ GSTlayer1 !
Hierarchical GST L L****gxef;f::*;*:*;f::*i __________________
Tacotron seq2seq el e —————— == - Y
| Spectrum predictor

<

Style
embedding

[
v |
} I
) > () | (R
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