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Introduction: Text-Based Speech Inpainting
https://arxiv.org/abs/2202.07273

SPEECHPAINTER: TEXT-CONDITIONED SPEECH INPAINTING

Zaldn Borsos*, Matt Sharifi, Marco Tagliasacchi

Google Research


https://arxiv.org/abs/2202.07273

Speech Inpainting
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Masked Acoustic Model (MAM), Baidu Audio Masked Auto-Encoder (Audio MAE), Meta Al

« Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding.” arXiv preprint arXiv:1810.04805 (2018).
« Chen, J, Ma, M, Zheng, R. and Huang, L., 2020. Mam: Masked acoustic modeling for end-to-end speech-to-text translation. arXiv preprint arXiv:2010.11445.
« Xu, H, Li, J., Baevski, A., Auli, M., Galuba, W., Metze, F. and Feichtenhofer, C,, 2022. Masked autoencoders that listen. arXiv preprint arXiv:2207.06405.
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SpeechPainter (Google)
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SpeechPainter (Google)
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SpeechPainter (Google)
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"Perceiver 10: A general architecture for structured inputs & outputs.” arXiv preprint arXiv:2107.14795 (2021).
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demo: https://google-research.github.io/seanet/speechpainter/examples

SpeechPainter (Google)
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LibriTTS clean | 3.06 £ 0.10  3.60 &+ 0.09 3.68 + 0.09
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A New Perspective: Speech-Text Joint Pretraining
https://arxiv.org/abs/2203.09690

AST: Alignment-Aware Acoustic and Text Pretraining for
Speech Synthesis and Editing

HeBai“! Renjie Zheng“? Junkun Chen® Xintong Li?> Mingbo Ma? Liang Huang?


https://arxiv.org/abs/2203.09690

A3T: Alignment-Aware Acoustic and Text Pretraining
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A3T: Alignment-Aware Acoustic and Text Pretraining
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A3T: Alignment-Aware Acoustic and Text Pretraining
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A3T: Alignment-Aware Acoustic and Text Pretraining
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A3T: Alignment-Aware Acoustic and Text Pretraining
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20% 10.35 12.22
50% 7.75 9.99
80% 8.72 0.68

Table 3. MCD scores of AT pretrained in different masking rates
with VCTK.
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A3T: Alignment-Aware Acoustic and Text Pretraining
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and ofthe Advanced  Research Projects

Agency  ofthe Department of  Defense

(d) Reconstructed spectrogram based on A3T in (c) with Trans-
former instead of Conformer.
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A3T: Alignment-Aware Acoustic and Text Pretraining
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Model | VCTKMCD | | LISpeech MCD |
Baseline 1/3 10.66 10.32
Baseline 2 12.06 10.91
A3T 7.76 9.26
w/o Alignment Emb. 11.37 10.30

Model Insert | Replace
Baseline 1 3.024+0.20 | 2.64 £ 0.16
Baseline 2 2.894+0.17 | 270 £ 0.16
Baseline 3 2.89+0.17 | 2.44 £0.16
Tan et al. (2021) 3.50 £0.16 | 3.58 £ 0.16
AT 3.53£0.17 | 3.65 = 0.15
w/o Alignment Emb. | 2.48 £0.21 | 1.98 & 0.17

Tan, Daxin, et al. “Editspeech: A text based speech editing system using partial inference and bidirectional fusion.” 2021 IEEE ASRU 2021.
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=

84EEB=": One-Shot iEZSH
Baseline 1: FastSpeech 2 + X-vectors

Baseline 2: FastSpeech 2 + GST

Seen Speaker
30 FUHIA
« IS5 PABTIED
Unseen Speaker

» 20 KA
« IS5 PABTIED

AT HI=m—:
BB RRIE ASESINA{E prompt — TTS 12

Model | Seen \ Unseen

FastSpeech 2 333+£0.10 | 3.78 £ 0.10
+GST (Wang et al., 2018) | 3.42 +0.10 | 3.81 £0.11
A3T 3.61 £0.09 | 3.90 £0.10
Groundtruth 3.94 +£0.08 | 4.09 £0.10

Table 6. The MOS evaluation (1) for speaker similarity on multi-
speaker TTS on VCTK with 95% confidence intervals. The Fast-
Speech2 model is equipped with X-vectors (Snyder et al., 2018).

Model | Seen \ Unseen

FastSpeech 2 334 £0.11 | 3.85 £ 0.11
+GST (Wang et al., 2018) | 3.27 £ 0.11 | 3.72 £ 0.11
A3T 3.63 £0.10 | 3.94 £0.11
Groundtruth 4.04 +=0.08 | 4.05 +0.10

Table 7. The MOS evaluation (1) for speech quality on multi-
speaker TTS on VCTK with 95% confidence intervals. The Fast-
Speech2 model is equipped with X-vectors (Snyder et al., 2018).
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demo: https://educated-toothpaste-462.notion.site/Demo-b0edd300e6004c508744c6259369a468

A3T: Alignment-Aware Acoustic and Text Pretraining

SEIS¢EEN: 499 TTS [ finetune

Method Pretrain Data | MOS 1

Groundtruth 4.07 = 0.07
FastSpeech2 none 3.63 +0.07
A3T LibriTTS 3.72 £ 0.07
AT ASR + Speech | 3.77 +0.07

Table 8. MOS evaluation for multi-speaker speech synthesis.
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—— wlo AT — wio AT
— WAT — WAT
0.75 0.95
0.90
2 0.70 -
3 3085
0.65
0.80 L
| ——— R
0.60 075 A

50K 100K 150K 200K 250K 50K 100K 150K 200K 250K
Steps Steps

(a) Training Loss (b) Validation Loss

Figure 11. Training and validation loss using LibriTTS between
TTS models initialized with and without A®T.
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https://arxiv.org/abs/2211.03545
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Fig. 1. ERNIE-SAT model architecture.
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ERNIE-SAT (Baidu)
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Fig. 1. ERNIE-SAT model architecture.
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demo: https://brainy-candy-0a2.notion.site/ERNIE-SAT-DEMO-6f3ef7fbea944d9db46ba2770ab6693d

Li—: BiEMEaRE

Model Unseen

Tacotron 2 + X-vectors + GST 3.33+0.16
FastSpeech 2 + X-vectors + GST | 3.49 £+ 0.14
ERNIE-SAT 3.58 £0.14

Table 1. The MOS for speech quality on cross-lingual
multi-speaker TTS with 95% confidence intervals.

Model Unseen

LT BiEMEERE

Model

Unseen

Tacotron 2 + X-vectors + GST

3.07 £0.18

FastSpeech 2 + X-vectors + GST

3.37+£0.15

ERNIE-SAT

345 +£0.17

Table 3.
multi-speaker speech editing with 95% confidence intervals.

The MOS for speech quality on cross-lingual

Model Unseen
Tacotron 2 + X-vectors + GST 3.30 +0.17 Tacotron 2 + X-vectors + GST 3.10+0.19
FastSpeech 2 + X-vectors + GST | 3.45 £+ 0.16 FastSpeech 2 + X-vectors + GST | 3.34 £ 0.15
ERNIE-SAT 3.53+0.11 ERNIE-SAT 3.51+£0.11
Table 2. The MOS for speaker similarity on cross-lingual Table 4. The MOS for speaker similarity on cross-lingual

multi-speaker TTS with 95% confidence intervals.

Text-Based Speech Editing

multi-speaker speech editing with 95% confidence intervals.
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A3T: From Text to Speech

MBisS: EERIEBEES
TP Th ) M= Lo
« FEEERMARRES: XA
« O Mask f9tES: i85
- FONNBEMES: 1BS

TRUBR: TR mask AREEAHLE
&E*E SRYLLIE
- NI Encoder: Text embedding
- B#M&EZ Encoder: Acoustic Encoder
SRS A
- SIESHEAT: JISHRD & HHEEA

. g*% En COd er: Con fo rmer ISpeech Reconstruction Module

Transformer Encoder

Positional

embeddings I 0 ” ” 2 ” 3 | | Acoustic Embedding

Text
embeddings | ” ” “ | - ek .

Refined
Spectrogram @
g(f(leg xD))
Post-Net g(-)
Reconstructed
High-quality
Spectrogram
Sleg; X])
8x Conformer Block f( )
Psiional T FRI T 3% ][5 o] vl 2
embeddings : - b ) ]
. + + + + + + o + + +
Alignment [NERI NN (RTINS o|[1][2
embeddings g
x + + + + + + + + +
Acoustic Embeddings €3 AHO | | G || UHI
X
Acoustic Encoder Phoneme embeddings
Masked

Spectrogram = =

=5 = =
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FAT-MLM: From Speech to Text

MAGs: EERMAEEEHE

AR BiR

« WA MES: BEIDIA (IR mask 5RHR)
- FRNRYEFMES: BETIXA

- FRUBETR: FOUHE mask FESHFEFINM A
HEESHLE

«  HINEZ Encoder: Text embedding

- B#MEZ Encoder: Transformer
ZIRSHASNAN

- ZIESREREI: NERD & FHEmA

. 2283 Encoder: Transformer

Z(Dgx) x(Ds)

Speech Reconstruction Module Good

Transformer Encoder

Acoustic Embedding 0 | 2 3 e::)t:tieﬂ(czl?:gls
+ + + +
€; ) Text
<g> morning | | <fs> embeddings
X
?(Dsxy) £s(Dsxy) £(Dsxy)

|Speech Reconstruction Modulel

| Transformer Encoder |

| e |[en |[on |[en | [en [ |[en |[on | [oe e [ [0 | empiiaree
| AcoustlcEmbeddlng | | 0 ” ' | 2 | 3 | | ° ” ' I 2 | 3 |e|:l)seizt<i1:?nagls
€

<s> |lmommg|| </s> I | <s> ”Gutenlm- TeXt.
embeddings

« Zheng, Renjie, et al. "Fused acoustic and text encoding for multimodal bilingual pretraining and speech translation.” PMLR, 2021.
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MAG=: E&HEA
WAL BfR
© TEHMARIES: B
*  fNA Mask B8 XA

(Image Captioning)

« FURYEMES: XA -
« FUNBMR: FRUHE mask RIS
SEESHE N
s HNEZD Encoder: Text embedding
B

- B#RES Encoder: Patch Embedding
SIRSHENAN
- SIESEEHIV FHERA

o  2Z¥E%& Encoder: Transformer

« Wang, Wenhui, et al.

n&g

throwing
P
VL-FFN
t t
Multi-Head Self-Attention
V-FFN L-FFN
t t
Multi-Head Self-Attention
tPatch Embeddings 1 Word Embeddings

NEEFTT

(e) Image-to-Text Generation
Image Captioning (COCO)

A baseball player is [MASK]

"Image as a foreign language: Beit pretraining for all vision and vision-language tasks." arXiv preprint arXiv:2208.10442 (2022).
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MUSE: From Text to Image

Muse: Text-To-Image Generation via Masked Generative Transformers

Huiwen Chang® Han Zhang~ Jarred Barber © AJ Maschinot™ José Lezama Lu Jiang Ming-Hsuan Yang
Kevin Murphy William T. Freeman Michael Rubinstein © Yunanzhen Li* Dilip Krishnan

Google Research

https://arxiv.org/abs/2301.00704

#IERE L Stable Diffusion®2fE, 4. BEEGAR—MEELS
E, XHFSOTA
a2z 20

138 2 /D8

B2 OERER

BRI MRS T |

XAEEBRERZE 2022 FHRAH AIGC FEZ—, #® (science) Tkl 2022 FE+ARFER
B, B2, 8RN —E XA BEBERFIEX (Muse: Text-To-Image Generation via Masked

Generative Transformers) X3|i2SEx*.

Inpainting

A funny big inflatable
yellow duck

-

A futuristic Streamline
Moderne building

Outpainting

A wildflower bloom at

London skyline
Mountain Rainier

Mask-free Editing

N 4 — — (1 A
NegPrompt: A man wearing A man wearing a blue
a t-shirt t-shirt with “hello
world” written on it

A man wearing a christ- A woman wearing a dress
mas sweater.
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MAGS: EGRE/ERER

BB\ SRz Bt

© SEERMARIRS: XA

IO Mask B9 B

©  FUNRYEMES: Bl

- FRNBMR: T mask RIEHR
FZRESHLE

o NAEZS Encoder: Text Encoder (LLM)
« [Elf$4R7 Encoder: VQ Tokenizer
ZESHSHARN

- ZIESRIATIV: HHE & Cross-Attention

. 17 Encoder: Transformer

Text Embedding

Text Prompt: “A cat
P Text Encoder [ [ B [

looking at a dog”

Input
Image

Masked

Tokens

Reconstructed
Tokens

- B | Base [ ] ] o
|| Transformer IE

Cross Entropy
Loss

Masked Reconstructed
High-Res Tokens HighRes Tokens
| | HEN .

Y

| | ]
. — o SuperRes ]
VQ Tokenizer EEE Transformer EEEEE
EoE EEEESE
| ] | H B EEE
. ENEEEE ENEN EEE
512x512 '

Cross Entropy
Loss
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MUSE: From Text to Image

1. Text Encoder: T5-XXL KBHESHIA (LLM) JRF2E8

YR (i) to high-quality image generation. The embeddings extracted from an LLM such as T5-XXL (Raffel et al., 2020) carry
e (zhiE) rich information about objects (nouns), actions (verbs), visual properties (adjectives), spatial relationships (prepositions),
and other properties such as cardinality and composition. Our hypothesis is that the Muse model learns to map these rich

R (EER)
FERE (i)
TMENHEXREA..

2. VQ Tokenizer: EE F%5 /9 token

VQ-GAN: F£&F50Y Encoder / Decoder
Encoder #17f&XK4+, Decoder HHTTTRAE
Ko ¥EE=: 256 x 256, f =16, 16 x 16 /> token
SO 512 x 512, f =8, 64 x 64 4 token
WE{EA

- RBEGRFSRIIBIENER

Codebook Z

0

1

Transformer

p(s) =1L p(sils<i) ..

real/fake

g

| ===

- = .| -

|- - =

f
f
¥

CNN

argmin,cz ||2 — z]||

quantization

Discriminator

« BRE4E Transformer NiTEE, 1R ERETREYER
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MUSE: From Text to Image

Ab dg icycle, A high contra: tpt tphto
dn f flffyh

3. Base Transformer: L
° o th handleba ange beanie and sunglasses
h lding a g that says

Text Embedding - _—
o WARAH mask, Bl& token i#17 mask EENECE g -
« 2-D positional encoding Low-Res & l
Tokens 8x
EEE [, c o
A \ . . N . . ._ g s 5 8
- TSGR, TUUER token XFAZAY id =.=. £ |85 3 §
- FEW mask EB53H token KB, RBRKERE  16x16 =
Text Embedding .
[ I %
Low-Res & 1
Tokens 8x
4. SuperRes Transformer: anmE (2] [ 3 5
—_l el =F || 5 |
« EFB—4 VQ Tokenizer — HAEREIBIRE
16x16
Masked Predicted
High-Res Tokens KlvV High-Res Tokens
EEEEEE x =, pEEEEE
EREIEIH R VQ-GAN Decoder #RE/SZI, ammmmmen (3| | |35| Q[3f| |.|  mEsmsm=m
EIEEftbE%Y, (EFRLURAIE VQ-GAN Decoder mamas (5] [z ]‘ | %T— S EEmaEEN
N H H EEE
[ H H ENEE EEn
S4x64 b4xb4
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MUSE: From Text to Image

RIF—: ERER

Inpainting

/
rray of color-

‘!
A fluffy baby sloth with A sheep in a wine glass. A large a
a knitted hat trying to flying cars. ful cupcakes, arranged
figure out a laptop, on a maple table to
close up. spell MUSE.

Outpainting

— ¥ - |
Manhattan skyline made Astronauts kicking a Two cats doing research. 3D mesh of Titanic
of bread. football 1in front of floating on a water
Eiffel tower. lily pond 1in the style
of Monet.

Mask-free Editing

NegPrompt: A man wearing

A cake made of macarons Three dogs celebrating a t-shirt

A surreal painting of a

A storefront with 'Muse’
written on it, in front robot making coffee. in a unicorn shape. Christmas with some

of Matterhorn Zermatt. champagne.
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A man wearing a blue
t-shirt with “hello
world” written on it

A wildflower bloom at On the ringiof Saturn

Mountain Rainier

A man wearing a christ- A woman wearing a dress
mas sweater.
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MUSE: From Text to Image

DALL-E 2

A high contrast
portrait of a very
happy fuzzy panda
dressed as a chef
in a high end kit-
chen making dough.
There 1is a painting
of flowers on the §
wall behind him.

Rainbow coloured
penguin.
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MUSE: From Text to Image

A stack of 3 books.
A green book 1is on
the top, sitting on
a red book. The red
book 1is 1in the mid-
dle, sitting on a
blue book. The blue
book is on the bot-
tom.

A real flamingo
reading a large
open book. a big
stack of books fis
piled up next to
it. dslr photograph

===
| mm—

T nmmmr.
———
—y
— —
— ]
I—
sl
o

—

I Il |1
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BERNIRNIF, HBIOSIRARRA,
FRLASEAFFR, AL demo

Fr'echet Inception Distance (FID) =n&®, FIDRREEREANAKESNER, KEM EF. SUkH, FOREERIST . pp 0 EEERRETHE
ESHHER, EAXWT ) »
2 . g - ERERBSFIESE
FID = ||py — pgl[* + Tr(E, + 24 - 2(21‘25;)1/2) . Z.,n : ASEE RS EHERE
L%, EREAHEEER
Zero-shot . s

Approach Model Type Params | FID-30K FID-30K « Tr: i

AttnGAN (Xu et al., 2017) GAN 35.49 -

DM-GAN (Zhu et al., 2019) GAN 32.64 -

DF-GAN (Tao et al., 2020) GAN 21.42 -

DM-GAN + CL (Ye et al., 2021) GAN 20.79 -

XMC-GAN (Zhang et al., 2021) GAN 9.33 -

LAFITE (Zhou et al., 2021) GAN 8.12 -

Make-A-Scene (Gafni et al., 2022) Autoregressive 7.55 - Model Resolution Time
DALL-E (Ramesh et al., 2021) Autoregressive - 17.89

LAFITE (Zhou et al., 2021) GAN - 26.94 Imagen 256 x 256 9.1s
LDM (Rombach et al., 2022) Diffusion - 12.63 Imagen 1024 x 1024 | 13.3s
GLIDE (Nichol et al., 2021) Diffusion - 12.24 LDM (50 steps) 512 x 512 3.7s
DALL-E 2 (Ramesh et al., 2022) Diffusion - 10.39

Imagen-3.4B (Saharia et al., 2022) Diffusion - 727 LDM (21.50 steps) | 512 x 512 | 18.5s
Parti-3B (Yu et al., 2022) Autoregressive - 8.10 Parti-3B 256 x 256 6.4s
Parti-20B (Yu et al., 2022) Autoregressive 3.22 7.23 Muse-3B 256 x 256 0.5s
Muse-3B | Non-Autoregressive ‘ ‘ - 7.88 Muse-3B 512 x 512 1.3s
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MUSE: From Text to Image

Refined
Spectrogram
g(f(les; xD))
Text Embedding
Post-Net . Text Prompt: “A cat
g(-) looking a'pa dog” —> TextEncoder —MEIH"N ~
Reconstructed
High-quality 7 Input Masked Reconstructed
Spectrogram E B B 23 Image Tokens v Tokens
fleg; xD) o T
VQ Tokenizer mEeE e (|1 ——
8 x Conformer Block  f(*) H Transiormer =.=.
fe 10
256x256 v
Positional Cross Entropy
embeddings ed Loss 4
+ + + + + + + + Maske Reconstructe
; Input |
A"bg"c';:"_’-“t 0 | | il 2113 npu ma9e High-Res Tokens HighRes Tokens
embeddings { EEEETEN |
e : - o
Acoustic Embeddings €3 > VQ Tokenizer EEENENEN__ SuperRes ENEESENE
[ [T T T[] Transformer ENEEEEE
X » EENEEEEm EEENESE
- ot EeEm mmm
Acoustic Encoder Phoneme embeddings fe L 'L
512x512
Cross Entropy
Masked Loss
Spectrogram =SS =y
(A GOOD ACTOR)
S
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Bl — 1857
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« BMESHIREREER: SN — MK (B%), 1BE — 1B (speech-to-speech &1i¥), El& — Elf& (image2image)

IEXTE
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A BE
B #&&
#% mask BURTS
A 1875 Encoder
B #£7%& Encoder
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Z 183 Encoder

ol B 4%

A3T
BB BN/ 1EERE
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E
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embedding
FNN
SIFFIRAS+ RN

Conformer

# mask FUIEEYFIE
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EEIRBEEENE
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EE XA
embedding
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Recent Advances on Text-Based Speech Editing
(Optional)



Speech Inpainting — Speech Editing

BFNPFRGEEYRE (MSRA)

XPFHENRIA, BXETUN duration BYi<, LRTHEST

Speech Inpainting AU 1&[a]RR

ine RENRES
- BEBBTNRIRTIE

- FEEMEAE/MBANENA gap, ERAARE

Table 2: Speech naturalness Mean Opinion Score (MOS) test

Method MOS
Ground truth 4.57
Baseline[8] 2.66
Ours 3.860

Table 4: Speaker similarity Mean Opinion Score (MOS)

Method MOS
Baseline[8]  2.69
Ours 341

1+
Length Spectrogram
Regulator Encoder

r

Duration Embedding
Prediction
Spectrogram

Embedding

Reference
duration

Text Encoder

Positional
Embedding

Insert position
Insert length

Text Embedding

Phoneme

» Tang, Chuanxin, et al. "Zero-Shot Text-to-Speech for Text-Based Insertion in Audio Narration." arXiv preprint arXiv:2109.05426 (2021).
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Speech Inpainting — Speech Editing

BEFXFIRESHE (MSRA) _
STFENGSIA, BEATRN duration BHE, IHATHESTFH 3R

Speech Inpainting KO {EIEIEE

N

Length Spectrogram
iﬁgﬁiﬁﬂg ;lltb*i*lltbﬂ Reglator Encoder
BREASTVEESHTRHENT, REEX Durtn O emeciing
HEHEREXA, FllGREXEIREITK Spectrogram

Embedding

EM?EEYH{(E{J maSk Text Encoder R:J‘:;zzﬁe
FBRER I mask

SRRt mask AU/
SHESRE, BRI
SRR/, FAMRTY proems

Positional
Embedding

Insert position
Insert length

Text Embedding

» Tang, Chuanxin, et al. "Zero-Shot Text-to-Speech for Text-Based Insertion in Audio Narration." arXiv preprint arXiv:2109.05426 (2021).
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CampNet (PEIZBMLFT)

P e e i e T T T e e e e T T e e e

hY
Coarse-to-Fine Decoder

1
1
1
I
I
; I
I 1
1
1 | Prenet \ |
I ]
1
|
I
I

o= - ——

—— i — —

coarse
y

Coarse I Prenet Fine Mel !
Decoder Linear Decoder Linear

- -

e o e Em Em Em Em EE EE EE EE wm Em Ee e o o E wm e o o e e e e e e e mm mm mm e e Em e o mm mm mm e e e e o o m Em Em Em mm e e e mm e e o e e e e e e e

System Scores N/P Scores System
A A(%)  Neural(%) B(%) B
CoareDecoder | 22.25 47.00 30.75 OneDecoder
FineDecoder 43.25 32.75 24.00 OneDecoder
FineDecoder 44.75 35.00 20.25 CoareDecoder

« Wang, Tao, et al. "CampNet: Context-Aware Mask Prediction for End-to-End Text-Based Speech Editing." arXiv preprint arXiv:2202.09950 (2022).
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CampNet (Rl

S wMCRT)

Output sequences

?

Mel Linear

S \
Add & Norm

[ Feed Forward ]

(
|
|
|
: (Add & Norm )
|
|
\

Nx

]

[ Multi-head ]
Attention
A

|
I
I
|
I
I
I
|

[
I

-—————‘/

Positional
embedding

~

—Q

Input sequences

(a) The structure of Encoder and Fine Decoder

mask mask y:{ }’{ mask mask
t t i ] f I
o Mel Linear
utput sequences N I £ $ } I
i) Coarse-guided ‘
Mel Linear Fine Decoding Ny — hy — hz3 — hy — hs — hg
P A 7y
/ \ h & & & & 4
| Y1 Y2 Y3 Va Vs Ve
| [ Feed Forward ] | I e : ? I ! ? I
l : >, Add with the input of acoustic feature
| g---AG bt :
Nx: [ Multi-head ] : m(;sk mask y5 ‘yc mask ~ mask
| Attention | : = 4 &
]Encoder B | A A A A A A
| Add & Norm | - ' ;Vlel Llnez}r ) ;
| [ Multi-head ] | .
| Attention | Coar?e T h1 | hz 1 h3 1 h4 T h5 1 h6
\ /] Decoding -
SR P—— i t i t t
Positional 2 Gasi ‘7ﬁask
(D embedding 1 2 Ys Ve
Input sequences
(b) The structure of Coarse Decoder Input = ml- ’mz' >m3“ >m4
Encoding —
¥
I like you !

POy +Ymask; 6)

POV°Y | Ymask: X 6)

Encoder unit

Acoustic feature

Decoder unit

« Wang, Tao, et al. "CampNet: Context-Aware Mask Prediction for End-to-End Text-Based Speech Editing." arXiv preprint arXiv:2202.09950 (2022).
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masked ground-truth
vocoder features

masked phone-rate l
encoder outputs
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D D_> Decoder
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Adaptor
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T Reference
Encoder
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edited text vocoder features Bl e

coarse WAy refined
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e Decoder d
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SV System

ground-truth
mel-spectrogram(s)
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Key:

Trained from
scratch
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left insert right

Operation Masking
Utterance Phone-rate
Embedding Output

Utt Embedding

No Embedding

Spk Embedding

Clar

Spk

Pros

Clar

Spk

Pros

Clar

Spk

Pros

No Ref Enc

3.94

4.03

3.92

3.98

4.02

3.93

3.86

4 |3.96

Ref Enc

4.04

4.02

4.02

3.97

4.02

3.91

3.96

3.98

4.02

Fong, Jason, et al. "Towards zero-shot Text-based voice editing using acoustic context conditioning, utterance embeddings, and reference

encoders." arXiv preprint arXiv:i2210.16045 (2022).
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