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Outline

• Part 1: Purely LLM based Audio Generation

• Speech-X, Make-A-Voice / MVoice

• UniAudio

• Part 2: Incorporating Diffusion into Audio Generation

• ☆ AudioLDM 2

• Discussion : Beyond Unified Model for Audio Generation

• Foundation Model for Both Audio Understanding and Generation

• Towards Final Fantasy: Any-to-Any Generation

• Appendix: Understanding Diffusion Models
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Purely LLM based Audio Generation
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Background

Speech/Audio Tokenization（SoundStream）

Unified Model for Voice and Audio Generation (Part 1)

Acoustic Token

• 模型结构：RVQ-GAN

• 侧重声学层面，语音信号本身特性（音色）的细节

• 出发点：降低语音传输码率，目前主要用于各类任务下的音频离散化表征
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Background

Speech/Audio Tokenization（wav2vec-BERT）

Semantic Token

• 偏重文本语义层面，不关注波形的细节信息

Wav2vec-Bert 提取方法

• 抽取位置：MLM 部分的第 7 层输出

• 先对输出 embedding 进行正则化（均值为 0，方差为 1）

• 预设聚类个数 K（1024）进行 k-means 聚类

• 聚类后类别 id 作为离散的语义 token
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Background

Background: LLM based TTS（VALL-E）
LLM 类模型的设计思路

• 基于 decoder-only Transformer 的结构

• 输入模态（文本）和输出模态（语音）序列进行拼接，需要根据目标任务

设计拼接方式（比如：拼接顺序、添加特殊标记符等）

• 文本已经是离散化的 token

• 语音/音频需要离散化（Codec）

训练阶段

• 不区分（区分） prompt 和非 prompt 部分

• 完全采用 teacher-forcing 的方式训练

推理阶段

• 将 condition按照既定的序列拼接方式作为 prompt，自回归生成目标序列
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Background

Background: LLM based TTS（Spear-TTS）

Spear-TTS ：将 𝑋 → 𝑌 的任务进一步拆解为 𝑋 → 𝑌1 → 𝑌2 → 𝑌

其中：𝑋 : 文本，𝑌 : 音频波形，𝑌1 : semantic token，𝑌2 : acoustic token

• 𝑿 → 𝒀𝟏：semantic token 去除了音色/录音环境等细节信息，缓解 one-to-many 问题，有监督训练

• 𝒀𝟏 → 𝒀𝟐：semantic token 和 acoustic token 都是从语音中提取，可以用大量数据进行自监督训练，无需标注

• 𝒀𝟐 → 𝒀：acoustic token 和波形之间使用 codec 建模，codec 本身的训练也是大量数据自监督，无需标注

Regeneration Learning

将 𝑋 → 𝑌 的任务拆解为 𝑋 → 𝑌′→ 𝑌

• 𝑋 → 𝑌′ 的一对多建模难度显著更低

• Y′ → Y 是自监督训练，不需数据标注

优势一

优势二
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Speech-X: Versatile VALL-E

Unified Model for Voice and Audio Generation (Part 1)

Purely LLM based Audio Generation

• 文本 → 语音：TTS

• 语音 → 语音：降噪/去除人声/目标人声抽取/..

• 文本+语音 → 语音：语音编辑/…

• 文本 prompt：

• 语音 prompt：
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Purely LLM based Audio Generation

Speech-X: Versatile VALL-E

Unified Model for Voice and Audio Generation (Part 1)

• Design Task-Specific Prompting
• 任务标记 + condition 输入 + 目标输出（人工设计顺序，注意分隔符）
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Purely LLM based Audio Generation

Speech-X: Versatile VALL-E

Unified Model for Voice and Audio Generation (Part 1)

• 增加文本 Prompt 提高模型效果

• 多任务同时训练带来的影响

引入与噪声相
关的任务，产
生负面影响
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Purely LLM based Audio Generation

S1 S2 S3

Make-A-Voice: Extension of Spear-TTS

训练音频： 16 kHz

Semantic Token

• HuBert 第 12 层，1000 k-means 聚类，帧率 50 Hz

• 中英文各用各的 Hubert 模型，再一起聚类

SoundStream

• 12 个量化层，每层 codebook size 1024，帧率 50 Hz

• 训练时只用到了前 3 层，每帧按顺序摊开为 3 个 token
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• LM 序列设计：[prompt acoustic token] | [target semantic token] | [target acoustic token]

      歌声任务：歌声合成

• 歌声合成需要更精确的 pitch 控制，要求更强的 condition 信息，引入了 F0 prompt

• F0 序列（帧级别）使用 YAAPT 算法从 target 音频（歌声）中提取，并在 log 尺度下进行 256 个数的整数量化

• LM 序列设计：[prompt acoustic token] | [prompt F0] | [target semantic token] | [target acoustic token]

Purely LLM based Audio Generation

Make-A-Voice: Extension of Spear-TTS

分阶段建模的第三点优势

• 语义（内容/韵律）与声学（音色/录音环境）的解耦

S1 阶段：seq2seq（phoneme → semantic token）

S2 阶段：decoder-only LM

• 选择同一条音频两个不重叠的窗，分别作为 prompt 和 target

      语音任务：语音合成/语音转换

• 训练时直接从 target 提取
• 推理时从输入的 MIDI 转换出 F0 序列

VC 任务不需要 pair 的音频
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Purely LLM based Audio Generation

Make-A-Voice: Extension of Spear-TTS

S3 阶段：Acoustic Token → Wave

• 问题：推理时只能生成前 3 层 acoustic token，直接用 SoundStream 的 Decoder，波形恢复效果较差

• 解决方案：强行用前 3 层 acoustic token 恢复波形细节（Unit Vocoder）

• Unit Vocoder 的输入是 Acoustic Token（3 层），输出是波形（Vocoder 能够恢复出细节）

• 思考：直接只训练 3 层的 SoundStream 会更好吗？

• 模型结构主要参考的是 BigVGAN

• 核心改进：激活函数引入周期性归纳偏置 → Snake1d

• a 越大，可以建模更高频的周期变化；a 是一组可学习参数，不同 channel 对应不同的参数

• 语音任务：语音合成/语音转换

• 不需要额外信息，直接根据 S2 预测出的 acoustic token 恢复波形

• 歌声任务：歌声合成

• F0 序列也作为额外的输入，用于提高生成歌声的稳定性，避免 glitches (小瑕疵)

Unified Model for Voice and Audio Generation (Part 1)

Snake1d
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Purely LLM based Audio Generation

Make-A-Voice: Extension of Spear-TTS

Unified Model for Voice and Audio Generation (Part 1)

先 S1：seq2seq  ([phoneme] → [target semantic token])

再 S2：[prompt acoustic token] | [target semantic token] | [target acoustic token]

直接 S2: [prompt acoustic token] | [target semantic token] | [target acoustic token]

先 S1：seq2seq  ([phoneme] → [target semantic token])

再 S2： [prompt acoustic token] | [prompt F0] | [target semantic token] | [target acoustic token]

注意：prompt F0 从给定的 MIDI condition 转换提取而得到
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Purely LLM based Audio Generation

Make-A-Voice: Extension of Spear-TTS
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Purely LLM based Audio Generation

Make-A-Voice: Extension of Spear-TTS

训练和推理阶段有一些重复的 speaker

Unified Model for Voice and Audio Generation (Part 1)

Hubert Semantic Token 
可能存在音色泄露？
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Purely LLM based Audio Generation

MVoice: Enhanced Version of Make-A-Voice 

改进点：更多语种 + 更多任务

• Semantic Token: XLSR-53（53 种语言训练的 wav2vec 2.0），k-means 聚类中心数为 1000, 帧率 50 Hz

• S1：从 seq2seq 改为自回归 LM 建模

• text to semantic（spear-tts S1）

• text to semantic with duration prompt

• Sing Voice Synthesis 需要 phoneme 级别的对齐信息，扩充为帧级别的 phoneme 序列

• speech to semantic    将语音的 wav2vec continuous vector 转换为 semantic token

• S2：模型结构从普通 Transformer 修改为 Multi-Scale Transformer

• semantic to acoustic  将 semantic token 序列转换为 acoustic token 序列 (speaker/ F0 prompt 与 Make-A-Voice 相同)
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Purely LLM based Audio Generation

MVoice: Enhanced Version of Make-A-Voice 

Unified Model for Voice and Audio Generation (Part 1)

模型参数：160M, 520M, 1.2B

2025/12/20 18



Towards LLM Based Audio Generation Foundation Model

UniAudio: Towards a Foundation Model for Audio Generation

通用的音频生成框架

• 输出模态固定为音频模态（语音/歌声/音乐/各种声音）→ Universal Audio Codec

• LLM 支持基于各种类型 prompt 的生成任务（Task-Based Prompting）

• 将所有音频生成统一同一框架下，只用一个模型建模（Unified Task Formulation + 硬 train 一发）
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Towards LLM Based Audio Generation Foundation Model

UniAudio: Towards a Foundation Model for Audio Generation

Unified Model for Voice and Audio Generation (Part 1)

通用的音频生成框架

• 输出模态固定为音频模态（语音/歌声/音乐/各种声音）→ Universal Audio Codec

• LLM 支持基于各种类型 prompt 的生成任务（Task-Based Prompting）

• 将所有音频生成统一同一框架下，只用一个模型建模（Unified Task Formulation + 硬 train 一发）
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Towards LLM Based Audio Generation Foundation Model

UniAudio: Towards a Foundation Model for Audio Generation
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Towards LLM Based Audio Generation Foundation Model

Unified Model for Voice and Audio Generation (Part 1)

问题一：音频的离散化

• 音频离散化 + LLM 建模，成为一种主流选择

• 抛弃连续表征，效果能够达到足够好？

• Encodec 效果、不太行

问题二：Unified Model 的必要性

• 单个模型解决所有任务 or 各模型

• 假设：不同类型的音频之间是有一些共享的信息的

• 单个任务数据量足够，是否还需要 UniAudio?

问题三：更好地解决长序列建模？

• 方案一：自回归+非自回归

• VALL-E / Speech-X

• 方案二：减少建模的序列长度

• Make-A-Voice / UniAudio （RVQ 层数为 3）

• 方案三：使用更适合长序列建模的 Transformer

• MVoice / UniAudio
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Foundation Model for Audio Understanding and Generation
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Background: Foundation Model for Speech and Audio Understanding

LTU LTU-AS SALMONN

语音/音频理解的 Foundation Model

• 输出模态为文本；输入模态为语音/音频+Text Instruction

• 将语音/音频模态通过 Encoder (Whisper / CLAP / BEATS )，映射到 LLaMA 的 embedding 维度

• Finetune 方式：LoRA

• 目标：使得 LLaMA （GPTx）具有理解 prompt 中语音/音频内容的能力

Foundation Model for Audio Understanding and Generation
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Foundation Model for Audio Understanding and Generation

Audio Understanding

• 输入模态：文本 / 音频 / …

• 输出模态：文本

Audio Generation

• 输入模态：文本 / 音频 / …

• 输出模态：音频

共同点

• 输入端 Whisper / CLAP / BEATS / ImageBind 都可以直接使用

• 输出端通常是离散化的 token（分类的交叉熵损失函数）

• 音频基于离散化的 token 可以直接恢复波形
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Foundation Model for Audio Understanding and Generation

VoxtLM

Unified Model for Voice and Audio Generation (Part 1)

SpeechGPT

AudioPaLM
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Final Fantasy: Any-to-Any Generation
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名称 论文题目 链接
训练数据量

（小时）
是否开源

Speech-X
SpeechX: Neural Codec Language Model as a 

Versatile Speech Transformer
https://arxiv.org/pdf/2308.06873.pdf 60k+ 否

Make-A-Voice
Make-A-Voice: Unified Voice Synthesis With 

Discrete Representation
https://arxiv.org/pdf/2305.19269.pdf 60k+ 否

MVoice
Multilingual Unified Voice Generation With 

Discrete Representation at Scale
https://openreview.net/forum?id=eGdhD93hZr ≈200k 否

UniAudio
UniAudio: An Audio Foundation Model Toward 

Universal Audio Generation
https://arxiv.org/pdf/2310.00704.pdf 165k

https://github.com/yangdo

ngchao/UniAudio

2025/12/20 28

https://arxiv.org/pdf/2308.06873.pdf
https://arxiv.org/pdf/2305.19269.pdf
https://openreview.net/forum?id=eGdhD93hZr
https://arxiv.org/pdf/2310.00704.pdf


Thanks!
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