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In-Context Duration Modeling
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In-Context Duration Modeling
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Speech Codec Mask Decoder (SMD)
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Speech Codec Mask Decoder (SMD)
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Algorithm 1 F,,,,;. algorithm

Require: The channels set {c; };", and decreasing corresponding weights {w; };* ,;
where w; > wj41,5 € {2,3,--- , N — 1}
Initialize C;; = 0;
for each ¢; do
Repeat c; for w; times;
Add repeated c; to Cys;
end for
Random sample a channel ¢ from Cy;
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Model Data WER| SPKT RIF|, MOSQT MOSP} MOS-S*T
GT Codec - 24 0871 - 441008 428+0.10 4.45+0.06
YourTTS 640 7.7 0504 022 3.71+0.11 3.59+0.14 3.68+0.12
VALL-E 60000 59 0751 094 42240.06 4.09+0.13 4.16+0.07
VALL-E-Continue 60000 3.8 0734 094 4.12+0.12 4.13+0.10 4.11+0.11
NaturalSpeech2-Continue | 580 4.6 0581 035 3.85+£0.11 3.69+0.14 3.76+0.08
MegaTTS-Continue 580 58 0615 039 3.93+0.08 3.854+0.09 3.89+0.09

MobileSpeech-Continue | 580 3.1  0.688 0.09 4.06+0.07 4.02+0.08 4.05+0.10
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Faster and Better Zero-Shot TTS

Model CMOS-Q1T CMOS-Pt CMOS-S 1
GT codec +0.07 +0.15 +0.03
MegaTTS 2 -0.16 -0.05 -0.24
MobileSpeech 0.00 0.00 0.00
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Model WER | SPK*
1. MobileSpeech w/o durprompt: MobileSpeech w/o durprompt 3.6 0.638
« Duration Predictor Bz Prompt Acoustic Token {EJ9&{4EIN MobllcSpeec.h w/o onechannel 4.2 0.614
. , MobileSpeech 3.1 0.688
- SMD f&1R text latents /~5 Prompt Encoder i cross-attention
Table 3: The ablation experiments of the SMD module
. and the Speaker Prompt module were conducted to test
2. MobileSpeech w/o onechannel SPK and WER.
- PEHER—EH TN ?
Model MOS-QT MOS-PT MOS-S 1
MobileSpeech w/o durprompt | 4.03£0.05 3.90+0.11 3.97+0.12
MobileSpeech w/o onechannel | 3.98+0.12 3.954+0.09 3.92+0.11
MobileSpeech 4.06+0.07 4.02+0.08 4.05+0.10

Table 4: The ablation experiments of the SMD module
and the Speaker Prompt module were conducted to test

MOS.
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iterations RTF| WER| SPK
24 0.20 3.1 0.698

16 0.15 3.0 0.696
8 0.09 3.1 0.688
4 0.07 4.2 0.615
1 0.05 5.7 0.483

Table 5: The impact of different iterations on the first
channel of MobileSpeech.
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Pheme:
https://arxiv.org/pdf/2401.02839.pdf
HEF SpeechTokenzier Yy SpearTTS-s1 + SoundStorm
A[2%E A £ SoundStorm FfIIAN prompt $ZEXHY speaker embedding (B/M\E1E1LD)
RIURHENRY speaker 58, MWEHBEBIUEEHBES

Model WER | SSS T MCD | FID |
MQTTS (100M) 14.2 0.682 9.568 19.690

_ PHEME-SMALL (100M) _ _~_ __ _ _ _ 124 ____ | 0594 _ _ _ __ 8.838 _ ___ 20349 _ _
PHEME-SMALL (100M), w/o SE 16.3 0.492 8.893 20.608
PHEME-LARGE (300M) 11.9 0.549 8.671 19.675
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