NaturalSpeech 3: Zero-Shot Speech Synthesis with
and Diffusion Models

2024-04-01



/ @guage of Audio Calculation / Pi ion | _Language of Audio (LOA) Self-supervised Pretrained Generation M@
.|I|||.|I|||, Personalized Aizo¥y o M:CoT J L g

Yy oor ¥y Yama of GiYirra
Speech (|l R '
t i | ) "* a1
VALL-E A e : oy S
¥ A --'-“-5---’3:,“5: Language of Audio s s i i
; .. Bk ; . l Freq : . (:GA) » Tranksforxer B?uck E i T |
' @ | S 1 !
1 1 4 4 &t ‘PI ————————————————————————— & - —I—l : Transformer Block ; ?E |
A Tt ; GPT-2 i ! !
Coit) : EiER | 0 __0oood_oooo 5] | | Encoder \
Phoneme; Audnmdfc T EIEIUEE*E ° VAL L'E (51) / SpeeCh'X [ Tinear Projection eads ]E A:::un::s \ £ — i
. . E S =T fgnemes T T T T ! |
Text 5 Acoustic - : '_CI'_”J 1 :u\_ufs_, ! Encoder _| [ _MEEN_M_ = i |
Qm § / (AR) + Spear-TTS/AudioLM « AudioLDM2 (s1) 1S RUoR S —
! 1

Text for synthesis 3-second enrolled recording

. Make-A-Voice K“ R = L. 1

/.oo 00° 00° 00© SoundStreamtokerA ElEElEIUH@*E R SoundStorm .

Q PP « NaturalSpeech2
(tead ) (‘Head | (‘Head )} [ Head ), (Diffusion/ - NaturalSpeech3 i
[ [ [ ) MaskGIT/ P - StyleTTS2

{ Conformer | x T Flow-Matching/ + MobileSpeech

with bidirectional self-attention Conditioning tokens ) » VoiceBox

(C}
q, © 0
q ® e

3
o
]
t

qua auoyd
|ara|-oWeld
papipald

(aipesb) moy N

0 0 0 0 2009 + UniCATS . _position embedder |
= L T >SN | O, NIt s20n) AR RN 5
63“ &3 ” ‘19 L /&3[ Masked tokens
U E U [ Eé F g U ﬂ g U . ) Tokens considered
® ® ® o ‘ in the loss i Phonemize& ! | Randomspan !i Compute sampleat |
1 Forced alignment | ! masking 1! flow step tfor OT path !
f \ y
Encoder Residual Vector Quantizer Decoder e _ F o Sampledose Sampled
. Y 9 rom the prior jow step
Audio Codec \ N j
|‘ i -|‘ R — e FEEFETS %[ Quantized ‘\‘ i ..\| il
i » ¥ ot Vo2 ol
I—'—l
R To/From Diffusion Model
k ===p:Only in Training = : Training & Inference R: # Residual Quantizers V:# Codebook Tokens /

2025/12/20 Zero-Shot TTS with Factorized Codec and Diffusion Models 2



FACodec: Attribute FActorized Speech Codec
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Table 13: The reconstruction quality evaluation of codecs. * means results are infered from offical

e ». . +* . + -
FAC Odec Z )| checkpoints. * means the reproduced checkpoint. ¥ means the reproduced model following the
)&it;MJ original paper’s implementation and experimental setup. All models use a codebook size of 1024.

‘We use bold to indicate the best result and underline to indicate the second-best result. Abbreviation:

N 7,

° ’&ﬁj E@ H (Hop Size), N (Codebook Number).
Models SamplingRate H N  Bandwidh PESQt STOI{+ MSTFT] MCD /|
EnCodec* 24kHz 320 8  6.0kbps 3.28 0.94 0.99 2.70
EnCodec* 16kHz 320 10 5.0 kbps 3.10 0.92 0.97 3.10
HiFi-Codec® 16kHz 320 4  2.0kbps 3.17 0.93 0.98 3.05
DAC* 16kHz 320 9  4.5kbps 3.52 0.95 0.97 2.65
SoundStream* 16kHz 200 6  4.8kbps 3.03 0.90 1.07 3.38
SoundStream* 16kHz 200 12 9.6kbps 3.45 0.94 0.92 2.76

« Zero-Shot VC FACodec 16kHz 200 6  4.8Kkbps 3.47 0.95 0.93 2.59

. H source source source
« source i FEHRAFIAS IS, (FF FACodec 1B prosody/content/detail  z, s Zp y 24

- prompt S BiFSEASEEM, #F FACodec B timbre extractor HiEX speaker embedding RP""**
- {#F3 FACodec i Decoder fiRR3H target E4fi  D(z30uree, z30urce, ziouree pETomet)

P
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Ground Truth - 3.25
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Make-A-Voice (VC)  0.68 6.20 Sim-O: 5 Original Prompt Z[ERIZ &E{IUE
LM-VC 0.82 491
UniAudio 0.87 4.80
FACodec 0.86 3.46

- demo BE{: https://speechresearch.github.io/naturalspeech3
- WFW@E: https://huggingf mphion/natural h3 f
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https://speechresearch.github.io/naturalspeech3
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Zero-Shot TTS with Factorized Diffusion Models
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From MaskGIT to Discrete Diffusion
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«  XF masking schedule §9idig
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«  MaskGIT is better and faster than VQ-GAN
«  Better: SEFH X EHAY context (58
«  Faster: M\ AR 25T NAR

29.96

Model FID| ISt Prect Rect # params  # steps CAS %100 1 30
ImageNet 256 %256 Top-1(76.6)  Top-5(93.1) ® Autoregressive [Esser et al.]
DCTransformer [32] ° 36.51 n/a 0.36 0.67 738M >1024 ours (T=8)
BigGAN-deep [4] 6.95 198.2 0.87 0.28 160M 1 4399 67.89 =20 J
Improved DDPM [33]° 12.26 n/a 0.70 0.62 280M 250 s
ADM [12]° 1094 101.0 0.69 0.63 554M 250 E
VQVAE-2 [37]° 31.11 ~45 0.36 0.57 13.5B' 5120 54.83 77.59 E
VQGAN 1517 15.78 78.3 n/a n/a 1.4B 256 & 10
VQGAN* 18.65 80.4 0.78 0.26 227TM 256 53.10 76.18
MaskGIT (Ours) 6.18 182.1 0.80 0.51 227TM 8 63.14 84.45 0.1 021 031 0.46

0
ImageNet 512 x512 64 128 256 512 738 1024 Token Length N
BigGAN-deep [4] 843 2325 088 029 160M 1 44.02 68.22 128x128 256x256 512x512 Image Size HxW
ADMI12]° 2324 58.06 0.73 0.60 559M 250
VQGAN* 26.52 66.8 0.73 0.31 227TM 1024 51.29 74.24 . . .
MaskGIT (Ours) 732 156.0 078 050 22TM P 63.43 84.79 Figure 4. Transformer wall-clock runtime comparison between

VQGAN [15] and ours. All results are run on a single GPU.
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Discrete Diffusion (General Case)

OO0OO0O0O®O0O @ *x:
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FRsERE1ERRRE Q, %K forward pass 1, E—HF%l ¢ — 1 BIT—MI% ¢ £ K M ARSEEI 2 BRVEEM=Ems
PR Qilij = gl = jlee =)

=]
- BBRMERTE q(z¢|zi—1) = Cat(xy; p = T1—1Q1)
- TERYE t B L, 1EINS/RATKMHERIR

q(T|Ti—1,%0) = q(Tt|TH—1)

q(x¢|zo) = Cat (:ct;p = wo@) , with Q,= Q1Q2 . Qy
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© ARREIEHEEREREN

1. Uniform Discrete Diffusion | K-lg i i Oﬁt;‘ Bt . %[5 e gt
_ - T K Mt 1 1=7 _ t t t t
Bt Bt e ap+ B
2. Uniform Diffusion with absorbing state
BrT K30 25h, 180 [IMASK] {EATRICIAZS 1 if i=j=m ot + Bt Bt Bt 0
BERT: 80% mask, 10% E#9Eth Token, 10% RIFAZE Q.. ={1—p; if i=j#m Q, = bjt oy + B 5-1: 0
£518: BERT(MLM) B—FMSRRI9ERAY diffusion * 8, it j—mitm : : S i
’ Tt Yt Y&t
3. Mask Transition Diffusion (8 0 0 0]
55 2 MIBRAYEGI, RAYF mask FIRFARE 0 B 0 0
£516: MaskGIT 2—FHE7IESEL diffusion Q=0 0 B - 0
Y Yt Nt l_

4. Auto Regressive Models are Discrete Diffusion Models...
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A RRIEEISHE SR REREE

1. Uniform Discrete Diffusion (U)

2. Uniform Diffusion with absorbing state (MU)

BRT K ANSERIZA0, &80 [IMASK] YEAIRISCIAZS
BERT: 80% mask, 10% E#AEALD Token, 10% {FHFAZE
518 BERT(MLM) E—FFrRa9sal diffusion

3. Mask Transition Diffusion (M)

2025/12/20

5 2 fERAE, RF mask FIRIFAEE
#5180 MaskGIT 2—FMSFRAYERY diffusion

TABLE IV
ABLATION STUDY FOR THREE DIFFERENT TRANSITION MATRICES.
FURTHERMORE, WE ALSO DISCUSS THE EFFECT OF THE FINAL MASK RATE
YT ON MASK AND UNIFORM MATRIX. U DENOTES THE UNIFORM MATRIX,
M DENOTES THE MASK MATRIX.

ID Matrix Maskrate FID| KL| SPICEt CIDErt

1 U 0 10.14  4.31 0.101 0.35
2 0.1 10.63  4.47 0.093 0.29
3 0.3 10.64 435 0.099 0.34
4 MU 0.5 10.75 4.31 0.096 0.32
5 0.7 9.84 437 0.102 0.34
6 0.9 9.76 421 0.103 0.36
7 M 1 11.5 4.46 0.103 0.34

1230 Uniform Diffusion
. EEBTREME, FBEIEIFAUEBIE context R, MIANYXZERE mask token
«  KENNERE—LEEHIERVSR, bR/ ERER

ot + Bt B Bt - 0
B ar+p Bt -+ 0
Q. = ; ; NN
Vi Tt Yoo 1
For the mask and uniform transition matrix, we linearly increase 7, and 3, from
0 to 0.9 and 0.1, and decrease «; from 1 to O.
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ZE RVQ Discrete Diffusion &2 (coarse-to-fine)

%Lk SoundStorm 1L UE—REM, ENRE—te(1,2,..T)
24 © TRINBAFIIRAKE
4 « O~ t {fE/9 prompt; t~ T {ERIIZH target

2. BEMEHE— g-level ~ {1,Q} (content Q = 2; detail Q = 3)
3. ¥4 g-level A9 token #35& 0-1 mask F51

Detail Diffusion

(OO Ooog)

Ml [EmEEE)] M, = [mliy X =XoM;
’ OO0 — ] . SoundStorm NaturalSpeech3
4 etail Target M; ~ Bernoulli(p) p = cos(u) M id Bernoulli(o(£)) o(t) € (0,1]
Detail Prompt ’
: u ~ U[0,7/2] o(t) = sin(ZL),t € (0,7
00© 000 00©° 000° SoundStream tokens
Q. . 2
Head Head Head Head . 88 8 8 4. mask £{F
w00 ee « prompt Z53: ATE Q E token #A mask;

Conformer ol e target =5

with bidirectional self-attention Conditioning tokens

B8 'T «  qg-level ZRIE: RIBEKR M, , Xt token 31T mask
Masked tokens « g-level LI'F: B8 token 24 mask
o 000 o0 °© W « Qg-level LA E: Fr& token £ mask

5. 1)l Loss {#FEAR XM, REXT g-level # mask Ay token H{T1+E

2025/12/20 Zero-Shot TTS with Factorized Codec and Diffusion Models 26



IRBYMCHITS

+  Phoneme Encoder: 6 & Transformer, 8 head

©

In-Context Learning

[(J Prompt Token

Phone-Level Diffusion (duration/phone-level prosody): ££Z=#Y 6 & Transformer, 8 head
Frame-Level Diffusion (prosody/content/detail): 3=fy 12 & Transformer, 8 head

Zp/c/d  Prosody/Content/Detail Codes [ ] Unmask Token . . 2y
cond PR - P c
Condit 1 Mask Tok
——p Conditioning L' Mas \o en P A A A N
@ Factorized Diffusion
]
Duration Diffusion Prosody Diffusion Content Diffusion Detail Diffusion
=3(|_ .| [ECioooO) - Ccooood) || Teoicood | |, (OO i oooO)
Text §§ aF eeees g_.nc_'a._ag ...... 3'_>,=§ ...... P 2| PEEIIIY, - P
23 H R HE R H [ EEIEE ) [ EEEEE | R H | EEER )
Bl ococcoo = ol ...l =5 ) o ) =t
EEIEEE (OOt [OOiiaiaiicy (OO aiaiaid)
A Duration Target A Prosody Target A Content Target ? Detail Target
Duration Prompt Prosody Prompt Content Prompt Detail Prompt
Frame-Level

Phoneme-Level

2025/12/20
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 Factorized Diffusion tHEtF SoundStorm AIXoH =2

« ptit—: Time Embedding

« Factorized Diffusion Transformer 981 LayerNorm &i#&/5 AdaCLN
« Time embedding ¥E/3 CLN A9 condition

« o= Classifier-Free Guidance (CFG) with Rescale

« )I1ERRS

* 15% BIBEZEAMER prompt X3 masked token FH{TFT

. HEER

Guncond = g (X)

« 7M#H prompt, unconditional ZER,

- {§FH prompt, conditional 45
« FRERYE logits B THREE
« CFG with Rescale

2025/12/20

Gcond = g(X|Xp)
Gcfg = Yeond + o (gcond — guncond)
Gfinal = Std(gcond) X gcfg/Std(gcfg)

Zero-Shot TTS with Factorized Codec and Diffusion Models

Lefg = Lneg + w(mpos - $neg)

Opos = Std(Zpos), Tefg = std(zcsg)

Opos

Ocfqg

Lrescaled = Tcfg *

T final = ‘;b * Trescaled T (]- - (b) *Tefg

28
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phoneme-level prosody diffusion: 4 x 2 = 8 JR3&H*
duration diffusion: 4 JRSEEE (R0 CEG) « NaturalSpeech3 v.s. Spear-TTS s1 + SoundStorm
«  Phone-Encoder + Duration Diffusion + Length Regulator = SpearTTS s1

frame-level prosody/content/detail £ 6 =
- BE4x2=8REH (150 CFG)

RSREEREL: 8+4+6x8=60%

4pESN: 6 B Codec + BimiiEARNSE

+  Prosody+Content+Detail Diffusion = SoundStorm

SR timbre embedding, @Y FACodec RSN

@ In-Context Learning 0 Prompt Token
Zp/c/d  Prosody/Content/Detail Codes [1 Unmask Token 2 5 z
E’"—"»( Conditioning L1 Mask Token ‘p : A
@ Factorized Diffusion
]
Duration Diffusion Prosody Diffusion Content Diffusion Detail Diffusion
- : = : i |
L2 B Lo ([OOioood) LB 5 lona (OO iooo0 ... (OO iooog)  eong ([OOioooO) _
ext g 3 - e ZHI5E ) . TETTTE ps > - GObG0G0 <F; TTTTYE 3
2 3 HEEIEEE=EHE H I EEIEEEEE H | EEEEEE 3l (OO Oiag) |3
3 A d ] I —— a ] [ —— a ] I —— a
(OO itaiziang) (OO iaisiaig) [OOitaisiacg) (OO iz
A Duration Target A Prosody Target A Content Target A Detail Target
Duration Prompt Prosody Prompt Content Prompt Detail Prompt
N

Zero-Shot TTS with Factorized Codec and Diffusion Models 29



&R
LibriLight: 6 J5/\BF 16kHz FIEXEE BEIE
Speaker #{H: 7000+

Phone F7I3REX: PI&B ASR + g2p

Duration 3REX: A#R&EHIRIFFIER

« IRENEE
LibriSpeech test-clean: 40 4™ speaker, 8 A—&M{E 50
RAVDESS N NEIBRUESSURSE : 24 4 speaker

2025/12/20

=

=
BiR=

i=(a

8 MiERk, BMBERMMNEE (normal/strong) , 1B30EER strong 3BE TH 8 MER

. SEENUE

SIM-O / SIM-R: 5[R4 prompt (O) / FACodec E# prompt (R)Z[EAJ WavLM-TDNN ZH&HEE
: UTMOS: ERIFMNISHR

: WER: FFFEZE3Z ASR &8

. BEEIE

MCD (He/RENERFZENEE)

MCD-Acc (WEREMHTERD K, 5 prompt ESRAIEREERIZERY top-1 HER)

Zero-Shot TTS with Factorized Codec and Diffusion Models

30



« NaturalSpeech3 SC3E4ER . R

= \ : Table 2: The evaluation results for NaturalSpeech 3 and the baseline methods on RAVDESS. * means
- EEENESTEE/ AR the results are obtained from the authors. "?means the results are inferred from official checkpoints.
* means the reproduced results. Abbreviation: Avg (average MCD), Acc (MCD-Acc).

Table 1: The evaluation results for NaturalSpeech 3 and the baseline methods on LibriSpeech test- Avgl Acct CMOST SMOSt
clean. ® means the results are obtained from the authors. ¥ means the results directly obtained Ground Truth 0.00 100 +0.17 4.42
from the paper. * means the results are infered from offical checkpoints. * means the reproduced Py
results. Abbreviation: LT (LibriTTS), V (VCTK), LJ (LJSpeech), LL* (Librilight Small, Medium), VALLa'llg e i -‘5)2 8’32’ 'g-gg i -32
EX (Expresso), MS (MSSS Kor), NI (NIKL Kor). Please refer to Appendix A.4 for more results on Najcurb pf’ec 4-88 0'34 '0'34 3' 5
1) WER inferred by an advanced ASR system, and 2) UTMOS, an automatic metric for MOS. Voicebox - - e 9
Mega-TTS 24 444 039  -0.20 4.51
Iy . - StyleTTS 2% 450 040 -0.25 3.98
T Data Sim-O Sim-R WE CMOS SMOS
raling o imOT SmRT RY T T HierSpeech++*  6.08 030  -037  3.87
Ground Truth - 0.68 - 1.94 +0.08 3.85 NaturalSpeech 3 428 052 0.00 472
VALL-E Y Librilight - 0.58 5.90 - -
VALL-E * Librilight 0.47 0.51 6.11 -0.60 3.46
NaturalSpeech 2% Librilight 0.55 0.62 1.94 -0.18 3.65 MCD),
VOiCCEOX: Self—Collljecltei(60kh) 82‘81 82:) g(l)i 'ggg ggg neutral calm happy sad angry fearful disgust surprised
Voicebox Librilight . . . -0. .
Mega-TTS o» Librilight 0.53 ) 232 -0.20 3.63 Ground Truth 0.00 000 0.00 0.00 0.00 0.00 0.00 0.00
UniAudio® Mixed (165kh) 0.57 0.68 2.49 -0.25 3.71 VALL-E * 3.97 475 483 551 519 5.29 545 5.29
StyleTTS 2* IT+V+L] 0.38 - 2.49 -0.21 3.07 Voicebox* 3.93 490 496 493 501 5.03 534 4.89
HierSpcech++“' LT +LL* + EX + MS + NI 0.51 - 6.33 -0.41 3.50 NaturalSpeech 2* 277 351 4.85 488 542 5.23 531 4.52
S Mega-TTS 2% 3.28 439 444 467 421 5.00 542 4.14
NaturalSpecch 3 L1br111ght 0.67 0.76 1.81 0.00 4.01 StyleTTS 2{. 3.41 4.38 w m 4.80 w m 4.57

HierSpeech++* 554 655 578 584 637 6.17 6.74 5.62
NaturalSpeech 3 3.23 432 426 441 4.64 4.25 4.80 4.45
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pi= LM
« - factorization: {FEEE1ER) SoundStream Codec + duration diffusion + soundstream discrete diffusion

« - cfg AIEIN CFG, {EATHLLYE, BERERIREENS, HARSESREREDY 60 X

Table 3: The ablation study of factorization and classifier-free guidance (cfg) on LibriSpeech test-
clean.

Sim-O/Sim-R+ WER| CMOSt SMOS?t

NaturalSpeech 3 0.67/0.76 1.81 0.00 4.01
- factorization 0.55/0.61 2.49 -0.25 3.59
- cfg 0.64/0.72 1.81 -0.06 3.80

BIERITRTE T
«  fEFERD 20 4EH/RIFIHE prosody VQ YR

Table 4: The ablation study of prosody representation on RAVDESS. Denote “Mel 20 Bins” using
the first 20 bins in the mel-spectrogram as the prosody representation.

MCD Avg] MCD-Acct

NaturalSpeech 3 4.28 0.52
Mel 20 Bins 4.34 0.46

2025/12/20 Zero-Shot TTS with Factorized Codec and Diffusion Models
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Table 7: The performance of NaturalSpeech 3 on an internal test set, with S00M model size and
different hours of training data.

Sim-O} WER]

1K 0.69 3.39
60K 0.72 3.03
200K 0.73 2.83

Table 8: The performance of NaturalSpeech 3 on an internal test set, with 200K hours of training
data and different model sizes.

Sim-O7 WER]

500M 0.73 2.83
1B 0.75 2.62

Models NFE RTF/] Sim-Of Sim-R{ UTMOS t

NaturalSpeech 2 150 0.366 0.55 0.62 3.87
VALL-E - 4.520 0.47 0.51 3.67
NaturalSpeech 3 60  0.296 0.67 0.76 4.30
NaturalSpeech 3 one-step 15 0.067 0.66 0.75 4.01

Zero-Shot TTS with Factorized Codec and Diffusion Models
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- #3475 : Duration Diffusion with Phoneme-Level Prosody

NaturalSpeech3 Zu9M)I1Zx T— phone-level B9 prosody diffusion
« iJllZFET, phone-level prosody code AIFKEX
«  MBERE3EHE prosody VQ BiRY embedding
o IRIBXIFFERHIT phone-level pooling, M codebook H#HEX prosody code

(0 Factorized Diffusion |
3 [ngén;uga] - « {88!—: phone-level prosody diffusion
Text g S| lcond f SYTEY T —‘%% «  HN: phoneme-encoder gY%itH + prompt B9 phone-level prosody code
"3 % (] D'-_-"]D] § g~ - I target X1EAY phone-level prosody code
(OOt
"‘ Duration Target « {&B—: duration diffusion
Duration Prompt .t

«  phone-encoder AY%itH
prompt A3 duration code
- FUUKSZEIAY target XiFAY phone-level B9 prosody code
« HiH: target AY duration code
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+ Duration diffusion t&EIRAY;EFISCIE

Table 11: The ablation results of the design of the duration predictor on LibriSpeech test-clean.

Sim-O1 Sim-R1 WER] UTMOS?t

NaturalSpeech 3 0.67 0.76 1.94 4.30
Generation ablation 0.62 0.73 1.94 4.18
Objective ablation 0.62 0.72 2.38 4.13
Conditioning ablation 0.62 0.72 2.49 4.11
Prompting ablation 0.61 0.71 2.83 4.08

« Generation ablation: 4 458 — 1 4R

«  Objective ablation: CE 432§ loss — L2 [A]/3 loss

« Conditioning ablation: i#Mai\ phoneme-level prosody — A0 PL-prosody
«  Prompting ablation: & prompt — AN prompt

2025/12/20 Zero-Shot TTS with Factorized Codec and Diffusion Models



MNEENAE
- IBPHYSE—: Discrete Diffusion &7 MaskGIT/SoundStorm
+  Discrete Diffusion {E5 AR f9&i#a52 (VQ-Diffusion > MaskGIT > VQ-GAN)
«  Mega-TTS2: duration/prosody LLM HZA discrete diffusion
«  SoundStorm E#E—RZIE Y Discrete Diffusion: https://github.com/yangdongchao/SoundStorm

SoundStorm TILASERMS
« Codec 4248 FACodec
o EERZERPEIE uniform 5§ mask 184545 : lucidrains FRRIEE S (BERT Mask)
« Classifier-Free Guidance on MaskGIT models (AR Models?)

PN 2 ) s
« Information Bottleneck for Prosody VQ (Mega-TTS2)

- 18h0 supervision 1 GRL 1Z5EfFBAIIER

Elfth: RAVDESS f5R&5iEsE

2025/12/20 Zero-Shot TTS with Factorized Codec and Diffusion Models
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Comparative Analysis

MobileSpeech

2025/12/20

"II"',"""" [ Text Token [J Acoustic First-layer Token £ Duration Token [ Acoustic Token EIE Mask Token

Codec Decoder
OOo0O0oooooo EII:II:ITDEIEI EIDI:ITEIEIEI
[ Speech Mask Codec Decoder (SMD) | [ ConFormer Decoder J

D00} 0000000oo

[ Length Regulator/Duration Predictor |

000000000000

Cross Attention

P, Prunk
[Duration Extractor] [ Text Encoder ] e e T e S———
08088} 0. 0o6a;
! p—
I:II:II:I[::II:II:I I:“:”:II:”:”:”:I | i0..\m0\eoi] {0..0000;
[ Codec Encoder | | Phoneme Embed | im .. [{=]=]=lsl=}
f f e, anee | e .. ones
E@P“’m*“ Speech Text ||e.. eoe8 | |B.. o888

(a) MobileSpeech (b) Speech Mask Codec Decoder

Figure 1: The overall architecture for MobileSpeech. In Figure (a) the Duration Extractor module is responsible for
extracting prompt duration tokens from prompt acoustic tokens. SMD represents the generative module for target

acoustic tokens. In Figure (b), we provide a detailed depiction of the multi-channel training process employed by
the SMD module.
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Comparative Analysis

« UniCATS

« Semantic token: vg-wav2vec + k-means

@y

Layer Nurmt& = Context A Continuation speech
Discard # Discard | Sofymax ’ rw : 5 : '
scar 0 iscar _ O
Text encoding h ————— paxxxxa(|[|[][ xxxxzzx y ;
| Length Regulator ] I [ Layer Norm & MLP | p R
| Dural:inn:Predicmr | ( | Text encoding b ——— % N Acoustic context S ‘
-Diffusion g Mel-
Text Encoder VQDE :f:::: | S.zl'lil_l_l:ln—::tﬁn | spectrogram ’ \ 1‘ J
(Transformer blocks) ' ontext Semantic tokens
f ‘ t ' t—L__AuN ] | ¢-mse—  N000000000000000000000000
Text / phoneme tokens ¢/ Positional Encoding ®—€ _ antic | 1 8
T00000000 U T — w1111

c"‘ fr i3 cB Context Indicator CTX-txt2vec
1,0,1] —= & Semantic context
[1,0,1] Table

ol

e,z ¢ 1
Text / phoneme tokens

(a) Overall architecture (b) VQ-diffusion decoder 00000000000000

Figure 3: The model architecture of CTX-txt2vec with contextual VQ-diffusion.
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