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CosyVoice: A Scalable Multilingual Zero-shot Text-to-speech 

Synthesizer based on Supervised Semantic Tokens
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CosyVoice: 𝑆3 Tokenizer
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EMA 方式更新 codebook

补充位置编码，增强时序信息

• 监督式的 Tokenizer

• 无监督的 Tokenizer

• Encodec / DAC / HiFi-Codec …

• 没有显式建模语义信息，没有与文本模态对齐

X: 语音的梅尔特征作为输入



CosyVoice: 𝑆3 Tokenizer
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• Backbone

• 单语种小数据量：espnet 的 conformer

• 多语种大数据量：SenseVoice-Large

• VQ 相关配置

• VQ 层均是插入在 6 层 Encoder 之后

• VQ 的 codebook size = 4096（单层，不做 RVQ）

• 前 6 层 Encoder + VQ 层，即可作为 Tokenizer



CosyVoice: 𝑆3 Tokenizer
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SenseVoice-Large

• 多任务训练：语种识别、情感分类、音频事件分类、是否反正则化

• 支持语种数量：超过 50 种

• 训练音频总数据量：超过 30 万小时



CosyVoice: LLM
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• 训练数据序列

• 文本 Tokenizer

• 训练 Loss 只关注 Speech Token

• 1. Text Encoder: 将 text token 与 speech token 对齐到相同空间

• 2. Speech Tokenizer: S3 Tokenizer

• 3. Text-to-Token LM: decoder-only LLM

• 4. CFM: Conditional Flow Matching（不需要对齐预测模块）

• 5. HiFiGAN: 梅尔特征 → 波形 

spk-emb



CosyVoice: Conditional Flow Matching
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Matcha-TTS：Optimal-Transport Conditional Flow Matching

• 初始先验分布：标准正态分布

• 数据目标分布：                  用              近似

• 输入条件：

1. speech token

2. speaker embedding v

3. masked 梅尔特征（mask 的含义：随机取一段置为 0）

• 相比于 diffusion：训练更简单、推理更快

• 其他改进

• cosine scheduler

• CFG (classifier-free guidance)

• 训练：20% 的概率，随机将 3 种去除，学习非条件 flow

• 推理：条件 flow 和非条件 flow 线性插值



CosyVoice: HiFiGAN → HiFTNet (FunAudioLLM)
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HiFTNet 的优化

• NSF：Neural Source Filter

• Pitch 估计：使用 Dio 提取的 pitch 训练 JDC 神经网络

• 任务：从输入梅尔谱预测 pitch 值

• 数据增广：提高推理时的鲁棒性

• 判别器：Multi-Resolution Discriminator

• 增加 Snake 函数，但没有 BigVGAN 的抗混叠滤波

• 预测目标：语谱图的幅值和相位，通过 iSTFT 还原波形



CosyVoice in FunAudioLLM
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CosyVoice: Zero-Shot In-Context Learning
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功能一：Zero-Shot In-Context Learning

1. Text-to-Token LM

• 同语种音色克隆

• 与训练阶段匹配，根据 target 文本，续写 speech tokens

• 跨语种音色克隆

• 将 prompt 音频的文本和 speech token 忽略

• 目标：避免不同语种的韵律特性泄露

• 只使用 speaker embedding 作为 prompt

• 疑问：speaker embedding 与 speech token 是否相当于

对音色和语义信息进行了解耦？

2. Optimal-Transport Conditional Flow Matching

• 输入一：[prompt token, generated speech tokens]

• 输入二：speaker embedding 和 prompt 的梅尔特征

• 提高音色和音频环境的一致性

TODO：确认代码



CosyVoice: Rich Generation with Instruction
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spk-emb

功能二：Rich Generation with Instruction

功能：通过自然文本描述，控制合成语音的更多特性

• speaker identity、speaking style (emotion/gender/pitch/speed)

• laughter, breaths, speaking while laughing、指定词语的 emphasis

实现方案

• 使用 instruct 类型的数据 finetune CosyVoice 基础模型

• finetune 时，不加入 speaker embedding



CosyVoice: Datasets
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训练数据信息

• 小数据量：LibriTTS

• 大数据量：大规模多语言数据集

• 5 种语言，中文为主

• 数据清洗关键流程

• Speech detection

• SNR estimation

• Speaker diarization

• Speech separation

• Pseudo Label Generation

• Force Alignment

• …



CosyVoice: Evaluation

CosyVoice and A Brief Review on Tortoise Based TTS2025/12/20 12

音色克隆评测

• WER：中文用 Paraformer-CN，英文用 Whisper-Large v3

• 音色相似度（SS）：ERes2Net 计算 prompt 与合成音频之间的余弦相似度

• 现象：合成音频与 prompt 音频之间的音色相似度，大于真实音频与 

prompt 音频之间的音色相似度

• Re-ranking：生成 5 条，使用 WER 最低的一条作为合成语音进行指标评价



CosyVoice: Evaluation
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情绪控制性评测

• 测试集：100 条与情感相匹配的文本；6 种情感：happy, angry, sad, surprised, fearful, disgusted

• 合成的方式：  Happy.<endofprompt>Content Text

• 评价指标：emotion2vec 开源模型的情感分类准确性

TTS 造数据的可行性



Comparison with Similar Models
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名称 论文 时间 spk-emb 拼接策略 Tokenizer Decoder Vocoder Vocoder 输入

Tortoise-TTS 2305.07243 2023.05 不拼接 Mel-VQ DDPM/DDIM Univnet mel

GPT-soVITS - 2024.01 不拼接 Hubert VITS HiFiGAN embedding

Base-TTS 2402.08093 2024.02 拼接单个 spk-emb 解耦方案 HiFiGAN 结构 BigVGAN embedding

Chat-TTS - 2024.05 不拼接 Mel-VQ Decoder Vocos mel

Fish-speech - 2024.05 不拼接 Mel VQ VITS HiFiGAN embedding

Seed-TTS 2406.02430 2024.06 不拼接 未说明细节 DiT 未说明细节 embedding

XTTS-v2 2406.04904 2024.06 拼接：perceiver Mel-VQ HiFiGAN embedding

CosyVoice CosyVoice 2024.07 拼接单个 spk-emb S3-Tokenizer Flow-Matching HiFTNet mel

https://arxiv.org/pdf/2305.07243
https://arxiv.org/pdf/2402.08093
https://arxiv.org/pdf/2406.02430
https://arxiv.org/pdf/2406.04904
https://fun-audio-llm.github.io/pdf/CosyVoice_v1.pdf
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