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- Background « Datasets and Model Training

« VAD + ASR + LLM + TTS + Text/ Audio / Instruct Datasets

«  Speech-To-Speech Dialogue Modeling *  Training Stages and Methods

«  Full-Duplex and Real-Time Spoken Dialogue « Experiments and Evaluation

« Moshi Architecture - Spoken Question Answering

« Helium: Text LLM as Backbone * Streaming ASRand TTS

«  Mimi: Audio Tokenization

Moshi: Generative Audio Modeling with RQ-Transformer (MOShi ~ Llama + Speech-Tokenizer + UniAudio + Mini-Omni)
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Spoken Dialogue (5B p N

~ speech-to-speech rublic

WEERFE: VAD(EOQ) + ASR + LLM + TTS

¥ main ~ ¥ 7Branches O 0 Tags

\‘3 eustlb Merge pull request #81 from wuho

- RE— BREEBITERIRR, REKERRIT latency KIATLFD "
o AEBEAYE latency¥1g4 230 ms (—f& 200~500 ms) STT

TTS

«  [#E Latency: 1&EBIEEN] / TFENME
o &0 MARELUUEREHERERNER, AR5 AKBAXIERILAY Latency
o BT MXAMEA ASR — LLM — TTS RS, ELTIESESNEE/OE/MNEEER

VAD

- J
https://github.com/huggingface/speech-to-speech

o BRE=: RYEEFEE! interrupt/overlap/back-channel £ arbitrary dynamics @
S e Rt : . REXRAPEE Latency
t AKERIER arbitrary dynamics SE 10-20% VAD/ASR/TTS {RintziRE, FRSEEEHIEPEERIAMN context RO
izt VAD #E: endpointing & MIRTAE5GERESAH<A0RIE
izt ASR#8EY: delay-penalty; Prefetch 12aT#RBISIAIEN LLM
LLM &R $RAURYE Prefetch B9 ASR S5RERIMMN XA
a « ma TTS B F/AREIRt; MOEFEMK latency, MIVAILHIEER
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BUHA3E: Generative Speech/Speech-Text LLM
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+  Unconditional 45§
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134 FETE INGEHRETS
GSLM EEMLEANEE token i)l LM audio-only
PGSLM GSLM Effi b, AT SN s bEm audio-only
duration/pitch BJEEE
TWIST EFSAS LM $I0RRELS 8, SIHE TARISE audio-only
E2R9 LLM AR
Spirit-LM ESHIANTF, & Adspeech, text, speech- audio-text
VoxtLM/SUTLM text {BEHI5 0|45 LLM
USDM BEMMAZG—HI LLM, 1850 <correspond ># audio-text
<continue>FAfEk token
SpeechGPT 25l GSLM, SpeechGPT-Gen 3|\7T audio-text
SpeechGPT-Gen FlowMatching 125 TTS iE&4REE0
Mini-Omni TERTENES, K Latency audio-text
Llama-Omni BEEKEENTEEN

- RERPEEER

AUSHERE, AT R

©  KEMDIRALILRVE AL/ LRI BARIRE
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Multi-Stream Speech-to-Speech Transformer Model
+ Helium: Text LLM
« Mimi: Neural Audio Codec

« RQ-Transformer: Streaming and Hierarchical Model

c BRL FEREAEL (80T) [ SERVEEER (RHEEE)

RQ-Transformer Ejeptglr?gs:%rmem Semantic
Frame rates §3.4.1-34. - & acoustic
audio in/out: 24kHz Temporal ‘ }_»[j Text
token streams: 12.5Hz context | )

A

[ Helium Temporal Transformer §3.2

f ? v oo

:...u A User's audio input

. Moshi's audio output
@ Inner Monologue §3.4.4
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Helium: Text Large Language Model as Backbone
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1EBEHS: Helium 5 Llama 1/2 g9XdtL
«  PreNorm: RMS Norm (Llama) , {\&%%#8: RoPE (Llama)
« context length = 4096 (Llama1: 2048, Llama2: 4096)

«  {§F Flash Attention (Llama 1/2)

WISETEH
+ Tokenizer: 5 Llama FKEgtEE
SentencePiece: FEEIIEI, token j@FA/N: 32000 @
HFHEKREE: BEERDABENEE - XABAN: XE—NUIK123©
D T HREHFASIIEEN) 4, R REEFEER o HFHE 12 3 (BEFEHRIRER token)
FHEBER: EOEAMET, BHERBEH R - FHEE: "© " HEHHGE: 0xFO 0x9F 0x98 0x8A
HRASERNAFHRRER - Tokenize 58 : ["X2", "—", "Wik", "1, "2", "3", 0xFO, 0x9F, 0x98, 0x8A]

«  Optimizer: AdamW, Z3J= 3e-4, {§FH cosine learning rate decay

- BHER RETB
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XA EREHR

« 12.5% BRENE

«  Wikipedia, Wikibooks, Wikisource, Wikinews (B%l/&EiR/#IE)
«  Stack Exchange (j@&#tX)
«  pes2o: Scientific Articles (RIFEX)

« RfERA Wikipedia f WET £ AER5 ;. SAA=/ARINAERE, #1T line RAIEE

FNV-1a hash &i% + 7al&iLiE8s

- fastText {RIEEEHHNES/AIFEENE, G "HLB/HITRMEE

© MRBESTITNENEENS, UM

- fastText STFRFEFPSEELFINT, RIRBFIBT AR BMEAT 0.85 WNE

«  87.5% B CommonCrawl! (fIZZHMEY)

HiEsitiiE XEEE
1. deduplication XAXE

2. language identification X AIEF % e BRI ik
3. quality filtering XAREIDE

B IIE R token B 2.1T XFRELS
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Helium ST
- NHUREL: SHE 7B AR
« 5285 i Token £ 2.5T LI
« T Mistral / Gemma 1 (EAHUEAIIEERY)
«  Z58: Helium EESHERM Text LLM 1, RS, SEANREENELLEEARAK, HiRAELEIEIREREN R E

Table 2: Text language model evaluation. Performance on standard benchmarks for
evaluating large language models, including closed book question answering, reasoning and
multiple choice QA exams. We report in bold the best performing model trained on less
than 2.5T tokens.

ARCe ARCc OBQA HS WG PIQA SIQA TQA NQ MMLU

Helium 79.6 55.9 53.6 76.3 70.0 79.4 51.0 59.9/72.6 233 54.3
MPT 70.5 46.5 51.4 77.6 699 B80.6 48.5 -/61.2 20.8 30.8
Falcon 73.7 47.5 33.0 76.3 68.9 20.3 47.2 -/64.6 21.0 28.0
Llama 2 75.2 45.9 58.6 77.2  69.2 78.8 48.3 -/72.1 25.7 45.3
OLMo 67.2 42.5 50.0 75.5  69.8 77.5 - -/- - 52.0
Mistral 80.5 54.9 52.2 81.0 74.2 82.2 47.0% 62.5/- 23.2 62.5
Gemma 1 81.5 53.2 52.8 81.2 723 81.2 51.8 63.4/- 23.0 64.3
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Mim

2025/12/20

: Neural Codec with Split RVQ and Semantic Distillation
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Semantic/Acoustic Tokens

Semantic Token

«  Wav2BERT / Hubert 8258}, VQ

«  S3-Tokenizer (ASR{F%&, BIEE + VQ)

Acoustic Token

«  Encodec / DAC (RVQ)

D BIFRMEEYRE token, BEMEFRAE/BEIHFEX
ZAMERLERE RIFRRN, FECEIES 8RN token 75l

Mi#t: Speech-Tokenizer
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AR FAAERISEEL, FTiASLHART, tokenize
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Mimi: Audio Tokenization

Mimi Baseline

2% SoundStream / Encodec (EARZA Tz, Encodec)
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fRIERT TRl
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Mimi gu#sa—: VQ BiG1EN0 Transformer

1ERYER]: 8 2 + 8 head + ROPE + &k 250 i + GELU (Gaussian Error LU) E5E

LayerScale: 12=)I5FaEM, N MNEAERVRIHBTMEN, SRR 001 (AERENIG—HRES)
HHEEERIER: Adam — AdamW

Transformer ZEGARTUMAE: FE attention $3{#F Causal Masking

HARR/ZR: RIMERERESNER, BT Semantic Distillation

Adversarial losses

Cosine
Lin. L similarity

Distillation

R A (L — =)
-8 8- &
gl P |E I
3 5 . £ . £ .
L 19| : |8 S - I
v _’D_';,"D Split residual vector quantization & reconstruction D"’ _'D‘

|
24kHz 2.5Hz

\ —/ ;—N’_l_/
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Mimi giaHss—: Semantic Distillation
- WavLM Fi)IER: 16kHz 3\, 50Hz #itH, embedding 4 1024
- Mimi {88 24kHz I\, 12.5Hz i, embedding 4EfE 512
«  WavLM Semantic Distillation
- SBRAERERAES) 16kHz, i+ embedding
«  EIN—/ stride=4, kernel=8 f§ average pooling, 4 {&TX#IE embedding 1M 50 Hz BEEZE 12.5Hz
« Mimi 85— VQ N SIS MR E 1024 #ERY embedding
© EEZERIMERTLIER (BRAWRIKEIUE)
- [FE] 4 E TR0 average pooling 3K causal B9fZE, XIFARBIRAERIVR K

Adversarial losses
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Lin. | similarity
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J

Convnet
Transformer

Transformer
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il

=i} |1
=l |1

_J ) "[ ] Split residual vector quantization & reconstruction D_'L_,_'{ ]"'g )
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Neural encoder Neural decoder
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Mimi: Audio Tokenization

Mimi gu#==: Split RvQ
+ &% SpeechTokenizer, Semantic Distillation Zj5, FIREZENEREEMEF—EENEZE, LTWANMSXIERHRAERIN
« Split RVvQ
+  Semantic VQ BH—NHL
«  Transformer YiIHHERT Linear 22, 19 VQ Y embedding {§/ WavLM #17 Semantic Distillation
«  Acoustic %}Eﬁ RVQ' 2-8 BEE RVQ
©  BETFEFERRESTENEREAEFTIRIZ

Adversarial losses

» Cosine
Lin. similarity
'

Distillation

J
)
*
‘:

. o 5 c
gl E E| - |s
o
~1Er8s 1 imaSal-
o . ® ® . (&)
, = = o
— “‘. ’_,_@ Split residual vector quantization & reconstruction *'_,_"._'. )
24kHz 12.5Hz
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Mimi pfi#=l: {53 DAC

BUWESHES: 8 ERVQ, T2 codebook = 2048 (EkAF2= 8 * 12.5* 11 = 1.1 kbps)
2% DAC FYSCIOHRHEE:
+  Codec Encoder HUiIHHRZ 512 4, {BE VQ BT 24 ERHEE 256 4, 1258 codebook FiJF=E:
«  Quantizer Dropout

BEHUERE 1-8 ZERVEL, IIZETR AR n MEXEIERERIRESIMITE loss

BEIESTIF AT RIEUAS R 1RSSRt

- YEET, 50% HIEEERAA VQ BY embedding 32\ decoder, 2 VQ ZERIEE embedding (AMfift VQ)
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Mimi: Audio Tokenization

Mimi pti#tada: illgk Loss igit

+  Encodec/DAC: L1 &% Loss/MS-STFT &7 Loss + GAN Loss

«  Mimi: EB&TE#E Loss, REFEF GAN #8XAY Loss (feature matching + generator + discriminator)
- ZRIE: BWEIR EBRT N, (BRI E I

Adversarial losses

» Cosine
Lin. similarity

Distillation

)

!
Convnet

]

Transformer
Convnet

Transformer

) __J l“. Split residual vector quantization & reconstruction ._'_,_"._ "
24kHz 12.5Hz

Neural encoder Neural decoder
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iHRASCES
+ ABX SRR INE LR B E TSR

- BRULAESE 3R, BHi 2 MEARERERFIINER, BT EAREMEIE RFFI NI SR

. Lban: A SSXIR beg, B ESAXIA bag, X EHSHIIM beg
© 3ANEIERERRRE— speaker NFEE (BHAR speaker AIFZIM)
o ENEARLZIER Semantic VQ ZigkIHAY embedding, A #1 B £3I#0 X itEEE
« AT X ZEREEE/NVF B #1 X ZEAVEER, BDUFIMTIERS, BNAHEIR
«  VisQOL: I EREMETR, TEELSENSE
«  MOSNet: FFNERNEMETR, FEE2SIUEANSE
«  MUSHRA: i ERANEMEIR

Table 3: Ablation study on hyper-parameters of the Mimi codec. We evaluate
semantic modeling by reporting the error rate on a phonetic ABX discriminability task.
To evaluate reconstruction quality, we compute VisQOL and MOSNet and collect human
judgments with a MUSHRA protocol. “Quantization rate” refers to applying quantization
to the latent space only 50% of the time during training (independently from quantizer
dropout), as described in Section 3.3.

Quantization Transformer Transformer  WavLM Split .
Rate in encoder in decoder  distillation quantizer ABX (J) VisQOL (1) MOSNet () MUSHRA (1)

v v v 23.3% 2.91 2.89 65.9+1.7
v v v v 6.5% 2.22 2.87 57.8+1.8
v v v v 10.8% 2,79 2.85 59.7+17
v v v v 8.1% 2.59 2.72 48.4+1.7

v v v v 8.0% 2.45 2.88 68.3+1.7
v v v v v 8.1% 2.82 2.89 64.0+£1.7

SEIGRIELEEie
« 1vs 2: semantic distillation 12FHE X ZEE8ES7, (BERAZ T
«  2vs 6 split VQIENZER, SRIEAERES
« split RVvQ #Bj) semantic distillation {73 FRFIEXAY trade-off
3/4 vs 6: Transformer 1EHSRE
« encoder i transformer 315N GRS EE)
+ decoder B4 transformer 3 F=RBAEEEED
«  5vs 6: FEARRENA 50% ik VQ, SREWENER, EMERETE
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5 Baseline &85 EL

XIEURS, Baseline HEURERRILE, (SLURFEREEES Mimi ATLE
«  RVQGAN (DAC): mi2 =
«  SpeechTokenizer: g 3 &=
SpeechTokenizer 540 Split RVQ B9 Mimi 1R2&EL, 1B XH8EE/58, BEFHRA Mimi

Table 4: Audio quality evaluation. Objective and subjective (MUSHRA) evaluation of
audio quality for baseline neural audio codecs—RVQGAN (Kumar et al., 2024), Seman-
tiCodec (Liu et al., 2024), and SpeechTokenizer (Zhang et al., 2024b)— and the most
important variants of Mimi. For a fair comparison with SemantiCodec and SpeechTok-
enizer, we also include a downsampled version of our codec in the MUSHRA study. f; is
the audio sample rate and f, the codec frame rate. Both Mimi codecs are trained with
distillation, and either with the same combination of reconstruction and adversarial losses
as Encodec (see Section 3.3) or adversarial losses only.

SLIERILbERIe

3 vs 6: REERER, Mimi SRS BT E g
5vs 7: KEHEE loss, ERFIMABE, BXXSEEIHET
- VisQOL ENUEIRS ENMFZFA—EL
#it: Mimi ERREN, R, SEERIMESRENE
itl, RRHEAZETHIERSXERATZER

Model fs fr bitrate causal | ABX () VisQOL (1) MOSNet (1) | MUSHRA (1)
Ground Truth 24kHz - - -] - - 3.08 | 90.6£10
RVQGAN 24kHz  75Hz  1.5kbps - 1.74 2.74 31.3+1.3
SemantiCodec 16kHz 50Hz  1.3kbps 42.2% 2.43 3.12 64.8+1.5
SpeechTokenizer 16kHz 50Hz 1.5kbps 3.3% 1.53 2.67 45.1+1.5
SpeechTokenizer 16kHz 50Hz  4.0kbps 3.3% 3.07 3.10 T4.3+1.5
Mimi, adv. loss only 24kHz 12.5Hz 1.1kbps v B.7% 1.84 3.10 81.0+1.3
Same, downsampled at 16kHz 16kHz 12.5Hz 1.1kbps v - - - T7.7+1.4
Mimi, non adv. only 24kHz 12.5Hz 1.1kbps v 8.1% 2.82 2.89 58.8+1.8
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Moshi: Generative Audio Modeling with RQ-Transformer
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Generative Audio Modeling with RQ-Transformer

RQ-Transformer

Flatten Transformer: {404 Mimi Codec flatten Zj5{EH GPT &i&
« 12.5Hz =R, B8 B, FFIIR 100 token

«  HAEEFEIE 5 min X3iF = 300s, XIRF 30000 token, FEFliZ e e .
:'""F'T'P"3"| :‘""r‘";‘r'("'|
£3# UniAudio: Local Transformer + Global Transformer 5 ?2 z? --5%-4'-5‘13-4'--’13--' .-‘f?.]-fff__l__%i_'

RQ-Transformer RAZE—HHITAR
© ER—EEPHNZNESITELE, B\ AR Transformer &2
«  Temporal Transformer + Depth Transformer

. YTESANMKERBERSIHT Global/Local 21 E [ Local ] [ Local ] [ Local ]

\-

o———— o———— o ~—— -
. 3 (. 3 . 3 1
1 oy F !
I 1 : 1 :l :
1 1 ]

I 2 1o 2 1V, 9 !
1 21 1 <9 1 23 !
1 Iy ' !
I : 1 :I :
I I I

1 zl ! 1 zl II zl 1
] 1, 2 11, 3 |
o TCs LTI T
t= t=2 t=3

Multi-scale Transformer
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RQ-Transformer
. A s B, SENTE tKE) Vo = (Vs1,---, Vok)

«  Temporal Transformer
EANERIEEERT context vector 3l TERIS
« 55 s BTl context vector B, ARZ s-1 Y K /Z embedding Z#

Zs — r-[\I'Teml:)(‘/(): sy Vs‘—l) € Rd'

Depth Transformer
- HHEHERESHAREZERFTERIT (BRFTNE K steps)
- 51 5UA, RFEZE context vector 1 initial token 51 = Lin(z;) € RM
« F k(1 <k<=K) LU, FAZ context vector, & Vj i1

N
ls k. = Trpepth(Zs, Vo1, .- Vs e—1) € RTE

e X¥Fk=1,2, .. K FEW k FXFFARER token,
- ([FHEAEREME, SESHEEISE (Depth-wise Parametrization)
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Audio Modeling
+ Baseline: E# Mimi 8 2 Codec, #H& RQ-Transformer YA iEIE

plit—: Acoustic Delay
«  JB%E—Z semantic token 5 2-8 = Acoustic Token #17 delay $&1i
- EERE:
© BEET depth HE EFRAIZENERXMY, REESZESE
« EEpHiESTIEN token GRS TSRS token NGRS Z [BIRYSRFR
+  TERERT acoustic delay T = 1 {91ER

A s N [ N [ N N N N (O N N N N N (O N ~
q 0 | |Aig| |A2s| |Azs| |Aas| |Ass| |Aes| [A7s| [Ass| [Aos| [Ar0s| A118] | -
L J \ J “ J " v, \. J - J - J \ J . J \_ J - J - J . J A
N N O N O N N N N [ N N\ N\ N ~N ~ 1/:5,1 - S..l
- J — J - J L 4 . S - J - » |- i . J \_ S - / " v - J I‘H;,q —_ AS_T,q
'S ™\ 'S ™ © ™ s R ' ) s N [ ) s ™\ 'S ™\ 4 ' ' R ' A ( A
0 | |Ai2| |[A22| [As2]| |As2| [Asz2]| [Asz2| |A7z2| [Asz2]| |Ao2| A2 A1i2| | - V:g,q =0
" > \ s - J “ J o S - A [ v (. > | A o J L o [ ) o J
Ny ' N\ R 'd 4 ™\ Y Y s { N
Ava| |Aza| |Asa| |Aan]| [Asa]| [Aer| |A71| |As1| |Ae1]| Aro1] [A111] (A2,
- J J L \ J J

Vsq >
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BuH—: ZiRiEE Multi-Stream Modeling (Full-Duplex Dialogue BJ35i2)
«  User Stream: P + System Stream: Moshi
© RYHEEERTEIKIE A stream RYER
o EEIERER user stream {EFAFPELIEEAY token, Moshi FAY user stream B token B =
- BT Depth EE L, B stream A semantic/acoustic tokens
« %5l acoustic delay, 4 stream Z[EFRE delay
«  User £ E885, Moshi &£ T™F%S (demo H Moshi B2 EXERIRE)

) () ) () [ () () @) ) @ @ &
) ) ) ) () ) () @ ) @
Semantic [~ 7 ; R 0 ' f ' | ' || ' ||ir I '

tokens ™ Al_,]. AZ_.I As,l As.] 10,1 ‘41111 i

0@ 6 @ &) ) 6 ) ) 6 6 O
Acoustic _|
tokens
EREEEEEEE®EEE [
— (speaks)
e @0 @M R R E O
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BiH#=: Inner Monologue

REMIESIEAR semantic/acoustic tokeni)l|lZk, A EEEMISWR T HERES
+  %BHF%E Backbone Helium Text LLM B AEZE X EMHEE

=
ES
=
i
=
=
=
=
=
£

Acoustic

tokens | User stream

(listens)

HEHIN—E Text Tokens (5 Helium EEFRERERY text tokenizer)
«  RfER Moshi SN A, HEMBRAFERS User Stream #1T ASR

E E
=
[S)
- sy
=
(8]

DBBB

Semantic

- Moshi BSBNERIBENARMXIRIIN A, AEEHI ASR tokens

s
o
rat
'
g
-
.
el
&
'S
=
=
s
=
=
s
e
o
'S
s
=
o)
=
=
n—"'-
=
=

B8
a
a
B0

HE0

HE0

8E0

G0

[0
:

12,

—

Acoustic

tokens

« {§H Whisper 12tfJ word-level timestamp, XI5z Z!i =
« text token TENX FIFUETR 5 token: PAD, EPAD
« 81 text token, HEFRIRAIESEERIMLE, #FE PAD, &iE—Mi#RicH EPAD Semantic

e (0 () () () (o) (0] () (] () ) ) e (]

« EPAD f&EFEnn—Lesm® AN, LthansgsliA text token = EPAD REEHRIXTIE ot
« Moshi #5HER, XM text token igES PAD tokens

text 5 audio tokens EEHITIIST 1:

@aaa@aaﬂma.u@ MOShiStream
(speaks)
a

B8LUEHH L.

| .
EEIER 12.5Hz, SFXAES, B4 text token BE LRSS word JIRIMHIIER @ :

BR&Z)|&EEES, text tokens EFIE 65% 2 PAD token
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Moshi REHFZE: text 5 audio BXSEIE

Vs 1 =W, aligned text tokens.
Vs,2 = A1 semantic tokens of Moshi.
Vs 144 =As g if s>74+1,1<q<Q delayed acoustic tok. of Moshi.

semantic tokens of other.
if s>741,1<q9<Q delayed acoustic tok. of other,

Viiror1 = Agy
!
V;=1+Q+q :As—f,q

Depth Transformer #EEKE: 2Q+1 = 2*8+1=17

Moshi SRR RHER/AMEFEA stream ISR (£ T)
« Moshi B9 text/audio token 0 user B9 audio token EB<#FTM

« user stream E2FFPESIESR token, FFLAL Moshi FEAY user token 1B =, £/

FAIFEXA) audio token #1T ™—" step HYHEIR
B%: FF stream [ audio token ATLAR—EEET, RAREAEERI— condition
IBAR: FF stream —{E B3 8EME AR —E3TE, ISR AIRTEBE

iBE: ¥HEAMY arbitrary dynamics (turn-taking, interrupt, back-channel)
- FEEEAEERE, RED)IGHEESXEEERAEES
o EIEEEA step #ISLER/FERE user stream AY audio token {58
« BFUHERNEFEF, Moshi stream BREEHHE silence
« XIRZAY text token 2 PAD, audio token 2BA silence & XA token

2025/12/20

Acoustic
tokens

Semantic
tokens

Acoustic
tokens

Semantic
tokens

Text
tokens

=
ES
=
i
=
=
=
=
=
£

| User stream
(listens)

E E
=
[S)
- sy
=
(8]

B[E
a

a
@0
HE 0
Gl
A0
F0
B
;
DBBB

s
o
rat
'
g
-
.
el
&
'S
=
=
s
i
=
s
e
o
'S
s
=
o)
=
=
n—"'-
=
=

12,

—

Moshi stream
(speaks)

(0 (8 8 () () i) o) () (1 o 3 (2 |

) ) ) (i) i) o) o) o) o) o) ) ) (2

S nEbhEEEEEEE
]

g

B EE][D[B
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Moshi {&ERYH M
. JBILIAEE text token 5 audio token Z[EHY delay, EBHSZHEARTUAY ASR/TTS
« text delay: streaming ASR

« audio delay: streaming TTS acoustic delay 7 = 2
«  HEZEKE text/audio token Z[EY delay X ZRBIAJSCH B [E @ Ars) (Aas] [As] [Aus] [Ass) (A0s) [Ars Ao ' D D
{"ERiA—: Streaming ASR okens [: [:] U U U U U E [: E] B [3 B EJ [j C
- J)Il%HT, audio token ZBELL text token 7ERTE)E LER - [E @ i a0 G 0 o ) ) B. [j [:
o HEIERFUNEHEAY audio token ZBE, R{EFAESCEIAG] audio token S::JT::QC _: E E As a D [j [j [:
text tokens RYFRUESREDIZ, ASR 455 wue{ EEELCDEEEHE a - o) (= (] (o] (o]
| !
* 5@5@3&% 2 seconds text vs. audio delay.

.l Token sampled by the model.

«  LibriSpeech-test clean: WER=5.7% (greedy decoding)

*

ASR(

Tokens forced into the model.
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{"BRA—=: Streaming TTS
«  JIIZAT, text token FEZLL audio token 7ERTEIE EER

AT E5 Moshi t#&BIPTED, text token EEHREHH PAD/EPAD 55 | i @ E] E] [B E] @ @ @ E M E @ M e,
«  HfTHERE text token i PAD/EPAD? foons E] B [Z] B E] E] B B [:] B E] @ [:] [:] E] B

DENEEEEE E @ E E) [ R 6
g

2 seconds text/audio delay acoustic delay T=2

w

Tt
B

b

«  BRRAE: RENEEMNMERSB1TIN text token -

@@@@HNBE b

. ATTNAY text token 2 PAD/EPAD, MIFFTUNIZERIEST— step WA -

Texttoken | izero} i - ol PAD PAD PAD
7Ty .. N O S AR S G I W B R N
. STl el B NS MIRES R TR—/NE S EE — .
ETTUAY text token 75— R1E, WASFSAAIT— 18I token B Model text v S S
prediction -1 ngdns s| PAD PAD BA PAD PAD
«  EfbRFE: FJLAEE PAD 7EEA text token HRRILLHIEIE, KERHIEEE ' Il |
Force text token from first word. If the model predicts something else, Mo more words, Dnl',r PAD predictions allowed.
. . — Let the model sample only PAD or EPAD.  forces next word into the text input. Once the model predicts something else,
. éﬁi?-Eﬁ@@aE’\J text *D audlo token 1’Fjg prompt , EDE@i%;EImS#*EEEZ“ fill with PAD for 2 seconds to generate the acoustic tokens.
E'ZBFD‘E = E ! shot ‘. . Token sampled by the model.
. SR EE - i = 4.7% SRR iTaasy
$E|E_|,)\Ulit$ : Streami ng TTS, WER = 4.7% Sg:,du:lgf, , T TS | TTS(" synthesis.") it }  Tokens forced into the model.
te| — e '
«  VALL-E TTS, WER = 5.9% 9enerEe |
' ., [ @ Tokens predicted but ignored.

«  NaturalSpeech3, WER = 1.8%
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*Datasets and Model Training
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SIREREFR
FE—Hbo: B (FobRH)
« 700 BN IRESUE, KERDRREY, 24kHz BRIBESEIN
FAR)IIZRER stream BIREEY, FEEESIA tokens
«  Whisper large-v3 iRBIBREN AR E
+ Inner Monologue $REET, text token {EFFEENESART RAISIA

- FTED: (REETIESM
Fisher XEEEEEE, 2000 NIYTEXIEIERIE, &S multi-stream i)I12k
o [RUEEUESHFEE 8kHz, {#A AudioSR B 1EEY FRAER| 24kHz

« B=ED: BERXESM

« 170 NHREESHMNEENESEUE, 1EA supervised multi-stream dataset
- BI+E=HDEUE

Multi-Stream 12E8Y)||Z:0, FTENSEXIER speaker HFEHIE—MEA main speaker, &L Moshi (system) BIFBE
o TRBESARTIA tokens (57ERYRE main speaker XIRAIA
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Speech-Text I5S%iE

o NAKIESEUEE: Open Hermes agreeing amazed amused angry
url SHEARERS TTS, QA BUERRATIEHII AR o amdous appreciative v
« PECEZER bullet #8125, ME(KNEER: first of all, secondly, ... confused curious defeated defensive
defiant determined disappointed disgusted
* doubtful ecstatic embarrassed encouraging
* ¥ Helium Text LLM 7£ Open Hermes ¥IEXHEZEAISA L finetune excited fast frustrated grateful
e R o e " happy hesitant hurt impatient
BT EREINERNAESERISA LR impressed intrigued joking laughs
loud nervous neutral optimistic
panting pleading proud quiet
« ERES — ESHINNEEYESEERE reassuring reflective relieved remorseful
. N " resigned sad sarcastic satisfied
» {iA Multi-Stream TTS 55k 20k NYIIEESE % scafred secretive serious shocked
shy sincere skeptical slow
. w struggling surprised suspicious sympathetic
* ¥3J Moshi SEANESHIRE terrified upset urgent whispering
FENE REST 1920s gangster confident ceo confident lawyer  confident leader
ean cowboy detective dramatic actor drill sergeant
- &L 70 MARB /NI eccentrict scientist hacker hippie hyperactive child
medieval knight nervous candidate pirate politician
robot sarcastic comedian scifi alien shy teenager
s IBYNEANMBRRER—emEEEEE, RI(RIEEENE B3 snobbish aristocrat villain wise sage young superhero

- LIS AERAEFREEHR, BEMETKERK, SBREEBATRE
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ERRES NI IEESHIR Prompt SZZA &G

- ZA—: General Knowledge
« {EH Helium E£3TiESA Based on information from the previous paragraph, write the summary
of a conversation about between Blake and Moshi. The
« IR EEBEEEELL Moshi FliBH 2 & Moshi, SBEREF kyutai summary must be 2 sentences long, and start with "They" or "The
speakers".
. KR =35 Moshi ROIERE/XUIS/ AREHNE - /
- XKE=: ESRESEMIVEE
- BRFEEAEEAR misspelling AIXHE Write the transcript of a conversation between Blake and Moshi.
Moshi is knowledgeable about the topic. Use some
* Moshi BIS: iLAFEHER— TR backchanneling. Use short turns.
- IEN—EE fact SESLMEMBAES ] BAF/RERETEILIS?
« Moshi[BE: A& Write a list of 10 situations about a . Each
situation must start with "a who" and must be
- [REZEMZEGL Moshi 45 IR IEEEISHI AR at most 8 words long.

HACH/EMNFES 1 T L8R
NFAEE/AEEEA, Moshi AEEEBIEMEEIIEEN

Examples of voice adjective include “happy” or “suprised” and examples of characters
include “detective” or “superhero”. We then generate the interaction using the prompt:

Write a dialogue between Blake and Moshi, . Use a lot of
backchanneling.
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Datasets

ERES XA ER SR

« A General Knowledge

2025/12/20

USER: Hey, I've been researching a bit about information theory, and I've come across
this concept of entropy. What is it?

MOSHI: Oh, that’s an interesting topic. Entropy, in information theory, is a measure
of the average level of information, surprise, or uncertainty inherent to a random
variable’s p ossible outcomes. It’s actually a very useful concept in communication
and computer science.

USER: So how does it work?

MOSHI: Entropy is calculated using a formula where it’s negative sum of the products
of each possible outcome’s probability and its logarithm to a base, usually base-2 or
base-e. T he higher the entropy, the greater the uncertainty or information, and vice
versa.

USER: Okay, that’s interesting. How does it relate to communication and computer
science?

MOSHI: In communication and computer science, entropy plays a crucial role, espe-
cially in the field of error-correcting codes and compression methods. Imagine a
source sending a message, and each bit has a certain probability.

USER: Yeah.

MOSHI: Entropy tells us how much information we need to send from the source to
the receiver to ensure reliable communication. The lower the entropy, the fewer bits
are needed, and the less information is lost in transmission or reception.

USER: That’s fascinating. How does it relate to statistical thermodynamics,

MOSHI: That’s a good question. Entropy in information theory is directly analogous
to the entropy in statistical thermodynamics. It’s a measure of the unavailability of
a system’s energy to perform work. The higher the entropy, the more disordered the
system. In information theory, entropy measures the amount of missing information
that could be replaced.

Moshi: A Speech-Text Foundation Model for Real-Time Dialogue
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Datasets

ERES A IHEESEIE
o AT 4] Moshi BB/ XS/ BEiniE

USER: Pretend you are a relieved astronaut who lands on the moon. So Moshi, how
does it feel to be finally back on the moon?

MOSHI: (relieved) It’s an incredible feeling! I can’t believe we made it back safely.
USER: I'm glad to hear that. Was it as incredible as you thought it would be?
MOSHI: (relieved) Oh, definitely! The moon is even more beautiful up close. I can’t
wait to start exploring more.

USER: Yeah, I remember when we trained for this mission. It felt like such a long
shot.

MOSHI: (relieved) I know, right? But everything worked out perfectly. It’s amazing
how far humanity has come in space exploration.

USER: That’s for sure! Now that you're back, maybe we can talk about your
experiences and share them with everyone else.

MOSHI: (relieved) Definitely. I've got so much to share about our findings and
observations.

USER: Cool, I'm looking forward to hearing all about it. But first, let’s just soak in
this moment, okay?

MOSHI: (relieved) Of course. Let’s enjoy the view for a little while longer.

USER: Totally. Here's to another successful mission on the moon!

MOSHI: (relieved) *raises fists* Hooray! To the moon and beyond!

2025/12/20
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Datasets

ERES XA EIRSEE
- XK= RSREREMIIEE
« FAREEFHSERE misspelling

USER: I'd like to learn about Danyh Amendol?

MOSHI: Sorry, I'm not sure what you're referring to.

USER: Oh, Danyh Amendola, the football player. The former football player.

MOSHI: Okay, I know who Danny Amendola is. He is a former professional football
wide receiver who played for the New England Patriots. He also played for the
Miami Dolphins, Detroit Lions, and Houston Texans.

USER: Okay,

MOSHI: He was drafted by the New England Patriots in 2010.

USER: and how about his college football

MOSHI: He played college football for the Texas Tech Red Raiders. His career in the
NFL,

USER: okay,

MOSHI: he was named an alternate for the 2011 Pro Bowl.

USER: yeah,

MOSHI: He also appeared in three Super Bowls, winning two.

USER: yeah.

2025/12/20
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Stage 1: Helium

Pretraining: Text — " pre-training:

LLM

Stage 2: Moshi

Single-Stream

Stage 2 JIIGHAT
et
{§5F8 Helium #J3&4¢ Temporal Transformer
Depth Transformer BEH#IIRL
WEEE
50% batch BANALYE, BRKREMET
50% batch & text+audio tokens, Single-Stream £
=E)I5EE
* batch size: 16 NI, BMEARR 5 min BISTR
text #1 audio Z[EIHY delay BEHIRE (-0.6s Zl 0.6s)
RIERERETERIFE(E PAD &) 50%
iJllZ 100 J5 steps

—_—

Stage 3: Moshi
post-training:
Multi-Stream

Stage 4: Model
—
finetuning (SFT)

Stage 3 il

[l

- BEEEIE, T diarization
B —&EEARA stream, FREX
HRYE speaker turn mask 53E24aET speaker A9 token
1EE main speaker

text tokens 2i%E5E speaker AY token

10% batch {ERAN AR

=R EE
text # audio token Z[E#Y delay &/ 0
1% 10 J5 steps, =LY single-stream [EE

Stage 4 iJll&47S

Stage 3 i)ll&5 R
Single-Stream RIXJIEEHEIRE overlap
Main speaker £GESHT, XWHEMEN

IS5 201
{8 Fisher LAY multi-stream £4E
BEHUEEH—MEA main speaker

RR)IGERE
i)l 10k steps, AEB{FERLEXAEUEI

Stage 5: Model

— Instruction

Finetuning

Stage 5 IS
1Es %
f£ Stage 2 #&BURGENL E, JJll4xiRzl TTS 158
{EF3KER 170 NITEE finetune 15EY
audio delay = 2s
RIBERRIIESA, BAXIMAY 20k /NETEUE
1REISE &
)& 30k steps
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ISR

Bir: £X3 user stream BUSBUHITEUREIES, 125 Moshi ESFRERPRSZIME
« 50%, gain: -24dB ~ +15 dB, RIEET/
+ 30%, pm&: -30dB ~ +6 dB, tHELTFIEE user stream, RXIIREZR(L
« 50% BT, BH—ERIEHSEXEAMNES (&K 30s §#5X1ER)
- [EFEENL:
« 5 Moshi BERYEES, L0, 0.2] FEHNEY scale EhZ! user stream
- ST, BENEEABER 100~500ms
o BImEL: reverb

ISR K ERER

1

S K
1
Lv,h) =g > (CE(zs,l, Vi) + K o Y " ok CE(lsk, Vs,k))
s=1

« oy = 100, 3¥RF 1 2 semantic token
s oy = 1, IRF 7 E semantic token

2025/12/20 Moshi: A Speech-Text Foundation Model for Real-Time Dialogue

38



RQ-Transformer jERESEIE (Single-Stream)

- iHNHRAE Perplexity: iHE4 R semantic/acoustic token B perplexity
- XA ZE: B2 delay 1 4> step  (Mini-Omni)

« RQ-Transformer #H3HIKIZEAK

- WERF, {8 Latency = 8 * 80ms = 640 ms, NES real-time
« Moshi 5%: & acoustic delay 135 2

+ RQ-Transformer m=3RAKERER

« Latency = 3 * 80ms = 240ms

Table 5: Ablation study on the use of the RQ-Transformer. All models are initialized
with Helium and pretrained on audio. When not using RQ-Transformer, we predict the 8
levels of tokens with independent classification heads, following Copet et al. (2023). Note
that perplexities are only comparable between models with a given delay, as the classification
task is easier with more delay for higher tokens.

Acoustic Delay RQ-Transformer Perplexity

0,1,2,3,4,5,6,7] 42.2
0,1,2,3,4,5,6,7] v 40.3
0,2,2,2,2,2,2,2] 135.4
0,2,2,2,2,2,2,2] v 36.8

9 (o] @) B @) () (152 (20 [20] [2ss] [0 fad f1] [ -]

B888C0C000800
DEBEEEHEREEDD
0 () 9 () i) () ) () i ) i ) (]

v

V S
S,q
|
H
[
= O
. [
N
[
N
(b) parrallel decoding
Text token Audio token B <End of text> M <End of audio> <pad>
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RQ-Transformer jERESEIE (Single-Stream) qt ()@ A G () (

© MHARERSHECERRIER

. SEA Mo EE - 'S N N O N N ~ ~
PR 0 | [Aiz| [A22]| |As2| |Aaz2| [Ase
« §13%7 acoustic delay AERYIER, perplexity BJEUEARE e — p—
« {#H 3s prompt £Z5 2 [aHY semantic/acoustic token kA1,1‘ kAz,lJ LAa,lJ \A4,1 _A5,1‘ LAﬁ,ll
- BRIEOIEE, (#F whisper IRBIAXA Vs

- (M LiteLlama-460M-1T FFNRBIHSCAR NLL #1 K<, BN TEIR

Table 6: Ablation study on delay patterns, weight of the semantic token and
Inner Monologue. All models are initialized with Helium, pretrained on audio and use
the RQ-Transformer. We vary the weight of the semantic token while keeping the weight
of other tokens (including the text token when using Inner Monologue) to 1. As different
delay patterns cannot be compared in terms of perplexity, we generate continuations from
3s prompts on the valid set, convert them into transcripts with Whisper (Radford et al.,
2023) and report their negative log-likelihood with LiteLlama-460M-1T'? along with their
length (in characters) as proxies for linguistic quality.

Acoustic Semantic Token Depthwise Inner Transcript  Transcript
Delay Weight Parametrization Monologue  NLL (]) Length (1)
[0,0,0,0,0,0,0,0] 1.0 v 4.36 486
0,1,1,1,1,1,1,1] 1.0 v 4.12 529
[0,2,2,2,2,2,2,2] 1.0 v 4.09 519
[0,2,2,2,2,2,2,2] 100.0 3.75 538
[0,2,2,2,2,2,2,2] 100.0 v 3.65 602
[0,2,2,2,2,2,2 2 100.0 v v 2.77 1920
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Moshi as Audio LM
- IBUMES: HIE4ERL semantic/acoustic token BIE X/BRR
« TN SR
+ sWUGGY:
© BNRERENE, —MEIFE, —MHAREENHE
.« WNREEBEESIFENEERAMER, HIERRET
+ SBLIMP: ARG FLUE SR FESIMER, HEERNGIE A8 Hisa
+ Spoken Topic-StoryCloze: 53 5 GUif, ¥ 5 ARERER 4 DEEITX

« Moshi EitiEE: single-stream, AF A Inner Monologue (JJIIZRIARINN text tokens)

« XJEEsEIE—
.« BEHATAMAY 3 MEEL: GSLM / AudiolLM / TWIST
+  Moshi EfthEgE: audio-only pretrain, FEH#IIAHL (cold-start)
« X3
« TextLLM #I#64LE9 3 MMEEL: TWIST/ VoxtLM / Spirit-LM  (RFBEEEUEY14)
+  Moshi HfECE: audio-only pretrain, {#£F8 Helium checkpoint #J444t, (warm-start)
.+ YItbsER=
« VoxtLM/ Spirit-LM (iBE + NXAHUE—TI)I4)
»  Moshi HfthficE
« A: 7E single-stream )14
+ B: TH)IGE, BBEERELREFES finetune

« C =BIGE, RGNS

2025/12/20

Audio metrics

Text metrics

Model sWUGGY sBLIMP sTopic-StoryCloze sStoryCloze MMLU
Audio only - Cold Start
GSLM (Lakhotia et al., 2021) 64.8 4.2 66.6 53.3 7]
AudioLM (Borsos et al., 2022) 715 64.7 - - %)
TWIST (Hassid et al., 2023) 72.2 56.5 - %]
Moshi T4.8 59.9 80.9 56.9 a
Audio only - Warm Start
TWIST (Hassid et al., 2023) T74.5 09.2 Th.4 55.4 a
VoxtLM (Maiti et al., 2023) 62.9 53.9 - - %]
Spirit-LM (Nguyen et al., 2024) 69.5 58.0 72.9 54.8 %]
Moshi 74.3 58.9 81.8 58.T a
Text and audio - Warm Start
VoxtLM (Maiti et al., 2023) 66.1 oT.1 - - a
Spirit-LM (Nguyen et al., 2024) 69.0 58.3 82.9 61.0 36.9
Moshi after single-stream pretraining 72.6 58.8 83.0 60.8 49.8
Moshi after multi-stream instruct 63.0 55.2 83.6 62.7 49.7
Moshi after multi-stream instruet, synthetic voice 60.9 54.6 82.5 60.9 48.7
41
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Spoken QA

« MiE: Spoken Web/Llama Questions, & iRAY TriviaQA
Table 8: Evaluation of spoken question answering. Spoken question answering (0-

o JENIEER: 1BE Answer &3 ASRIREIZE, SE=BENERR shot) on the Web Questions (Berant et al., 2013), LlaMA-Questions (Nachmani et al.,
2024), and Trivia QA (Joshi et al., 2017) benchmarks, synthesized using a TTS engine. For
- IFRERE ST ASR ERFPENASIER (RH Spectron) the first two, we use the number reported by (Nachmani et al., 2024). For LlaMA-Questions,
we use the audio provided by (Nachmani et al., 2024). For Web Questions and Trivia QA,
o XHEERAFEM: we synthesize our own, keeping all of the questions. For Moshi, we only prepend one of the
random incipits used during instruct fine tuning. We further provide the performance of
* Moshi w/o Inner Monologue 5 audio-only AIEZIXILE our Helium text-only model as a top line.
* Moshi w/ Inner Monologue 5 audio-text &=EIXJLE Model Web Q. LlaMA Q. Audio Trivia QA
+ Helium EXAIEAL QA, SHERSE Audio only
GSLM (Lakhotia et al., 2021) 1.5 4.0 -
+ Mosh AR SpeechGPT £ Spectron, At e N
Moshi (w/o Inner Monologue) 9.2 21.0 7.3
Texrt and audio
SpeechGPT (7B) (Zhang et al., 2024a) 6.5 21.6 14.8
Spectron (1B) (Nachmani et al., 2024) 6.1 22.9 -
Moshi 26.6 62.3 22.8
Text
Helium (text) 32.3 75.0 56.4
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Dialogue Quality and Turn-Taking Statistics
VHfTER:

+ DialogueGPT: 1+&EXHEIAR] Perplexity, #IEXHENESE MY

+ Turn-taking Event Statistics, 5 Ground-Truth XJtt, ECER—EE

Turn A Table 9: Linguistic quality and turn-taking statistics of generated dialogues. As
we train our multi-stream model to generate both sides of the conversation, we can generate
dialogues without the need to interact with a real user. This allows evaluating how much
Moshi learns natural conversational dynamics.

IPU

:

' . : L Model samples temp cond. PPL IPU Pause Gap Overlap
E I: E E E E Best non-cascaded (Nguyen et al., 2023) 50 1.0 195.9 41.4s 13.8s 10.7s 6.1s
B ! i I ! | ': Cascaded (Nguyen et al., 2023) 50 1.0 45.9 54.8s  0.0s 5.3s 0.0s
! ! ! : A 4 Ground Truth (Nguyen et al., 2023) 50 @ 65.0 53.5s  5.5s 4.4s 3.6s
I IPU [P [ 1PU_| Moshi 1000 0.8 41.9 35.1s  13.2s  12.5s 1.2s
h ¥ ’ - Moshi 1000 0.9 56.7 447s  9.1s  T7.5s 2.2
Tumn B Backchannel Moshi 1000 1.0 79.3 50.8s 7.08 4.58 4.1s
Ground Truth 1000 I 59.6 5l.1s 6.4s 4.28 3.3s

Figure 3: Illustration of turn-taking events: IPU (Interpausal Unit), Turn (for speaker A and Speaker B, resp), P.
(within-speaker Pause), Gap, Overlap and Backchannel.
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Multi-Stream Modeling
RQ-Transformer (Temporal + Depth)
Mimi BIfiIL75i%

Streaming TTS B

X/ SIRRRYEiIR/8iE

2025/12/20

oizlzlzlaleERl
] OHHOOHOOEEE8E8
tokens | User stream
(listens)
R
Semantic B 1 1 ! ! ! r ! ! r ! !
tokens ™ Al A5 |45y Ayq| |45 Agq| | 474 AB,l A9,1 10| | 8
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« Q1: Speech Encoder or Discrete Speech Tokens?

Discrete Speech Token FBF LLM B[EIAZEEMNEAR
Speech Encoder {1SRABESLAIXTE, FEK /I Streaming Speech Encoder

+ Q2: User Stream th EES5HME)FFGNIG?
Moshi JJllZET, FAFPEY1TRES Loss iHEFIEEESHT
SCRREEIERY, BAPRTRRSGERN, IGSHEERNER?

FAPRTAEEREE(ES System Stream FAY condition

+ Q3: ZE token BIEZE, (ERPEE token EBIEH?
GSLM / SpeechGPT &%, LLM R#E&E—E token

Mini-Omni &1&2%5 2 token

C] Context token . Speaking token D Listening token

S 20

LSLM

Siighgige- i

[ Streaming SSL Encoder

Noise : Noise + Voice

Language Model Can Listen While Speaking
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Full-Duplex and Real-Time Spoken Dialogue

1B3XFIZE: https:

1. Generative Spoken Dialogue Language Modeling
2. VITA: Towards Open-Source Interactive Omni Multimodal LLM
3. Language Model Can Listen While Speaking
4. Beyond the Turn-Based Game: Enabling Real-Time Conversations with Duplex Models
5. A Full-duplex Speech Dialogue Scheme Based On Large Language Models
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https://github.com/metame-ai/awesome-audio-plaza/blob/main/docs/awesome_voice_omni.md
https://github.com/metame-ai/awesome-audio-plaza/blob/main/docs/awesome_voice_omni.md
https://github.com/metame-ai/awesome-audio-plaza/blob/main/docs/awesome_voice_omni.md
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https://github.com/metame-ai/awesome-audio-plaza/blob/main/docs/awesome_voice_omni.md
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