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Abstract.This work proposes FireRedTTS, a foundation text-to-speech framework, to meet the growing demands for personalized and diverse generative speech
applications. The framework comprises three parts: data processing, foundation system, and downstream applications. First, we comprehensively present our data
processing pipeline, which transforms massive raw audio into a large-scale high-quality TTS dataset with rich annotations and a wide coverage of content, speaking
style, and timbre. Then, we propose a language-model-based foundation TTS system. The speech signal is compressed into discrete semantic tokens via a semantic-
aware speech tokenizer, and can be generated by a language model from the prompt text and audio. Then, a two-stage waveform generator is proposed to decode
them to the high-fidelity waveform. We present two applications of this system: voice cloning for dubbing and human-like speech generation for chatbots. The
experimental results demonstrate the solid in-context learning capability of FireRedTTS, which can stably synthesize high-quality speech consistent with the prompt
text and audio. For dubbing, FireRedTTS can clone target voices in a zero-shot way for the UGC scenario and adapt to studio-level expressive voice characters in the
PUGC scenario via few-shot fine-tuning with 1-hour recording. Moreover, FireRedTTS achieves controllable human-like speech generation in a casual style with
paralinguistic behaviors and emotions via instruction tuning, to better serve spoken chatbots.
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Data Process Pipeline
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SAST: Semantic-Aware Speech Tokenizer
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Model: Semantic-Aware Speech Tokenizer

SAST: Semantic-Aware Speech Tokenizer
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Text-To-Speech Language Model
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Model: Text-To-Speech Language Model
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Token-to-Waveform
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class ConditionalCFM(nn.Module):
def __init_ (self,

estimator: nn.Module,
t_scheduler: str = "cosine",
inference_cfg_rate: float = 0.7,
):

super().__init__()

self.estimator = estimator

self.t_scheduler = t_scheduler

self.inference_cfg_rate = inference_cfg_rate

def solve_euler(self, x, t_span, mu, mask)
t, _, dt = t_spanl@], t_span[-1], t_span[l] - t_spanl[@]

# I am storing this because I can later plot it by putting a debugger here and saving it to a file
# Or in future might add like a return_all_steps flag
sol = []

for step in range(1, len(t_span)):

dphi_dt = self.estimator(x, mask, mu, t)

# Classifier-Free Guidance inference introduced in VoiceBox

if self.inference_cfg_rate > 0:
cfg_dphi_dt = self.estimator(x, mask, torch.zeros_like(mu), t)
dphi_dt = ((1.0 + self.inference_cfg_rate) * dphi_dt -

self.inference_cfg_rate * cfg_dphi_dt)

X = x + dt x dphi_dt

t =1t + dt

sol.append(x)

if step < len(t_span) - 1:
dt = t_spanlstep + 1] - k

return sol[-1]

de

—

inference(self, mu, mask, n_timesteps, temperature: float=1.0):
z = torch.randn_like(mu) * temperature
t_span = torch.linspace(®, 1, n_timesteps + 1, device=mu.device)
if self.t_scheduler == 'cosine':

t_span = 1 — torch.cos({t_span * 9.5 * torch.pi)
return self.solve_euler(z, t_span=t_span, mu=mu, mask=mask)

FireRedTTS: A Foundation TTS Framework




class ConditionalCFM(nn.Module):

TOken'tO'WavefO rm def __init_ (self,

estimator: nn.Module,

t_scheduler: str = "cosine",
I||l||III|I|I||||]II|I||||I inference_cfg_rate: float = 0.7,
Token-to-Waveform )
G t = === - - —t ———————— ) super().__init__()
enerator | SR V d 1 self.estimator = estimator
: -vocoder 1 self.t_scheduler = t_scheduler
| T I self.inference_cfg_rate = inference_cfg_rate
-
I
1 [ Mel Decoder ] : def solve_euler(self, x, t_span, mu, mask):
1 ? s t, _, dt = t_spanl@], t_span[-1], t_span[l] - t_spanl[@]
L 2
semantic tOkenS # I am storing this because I can later plot it by putting a debugger here and saving it to a file
# Or in future might add like a return_all_steps flag
sol = []
. . for step in range(1, len{t_span)):
Non-Streaming: semantic token — mel (16kHz) dphi_dt = self.estinator(x, mask, mu, t)
# Classifier-Free Guidance inference introduced in VoiceBox
H if self.inference_cfg_rate > 0:
FIOW MatChlng DeCOder cfg_dphi_dt = self.estimator(x, mask, torch.zeros_like(mu), t)

.S . 5 S dphi_dt = ((1.0 + self.inference_cfg_rate) * dphi_dt -
° *EE]?E: E:.F Semantlc tOken }Jﬁ;muﬂzﬁz 16kHZ Eg mel %{[E ’ self.inference_cfg_rate 3 cfg_dphi_Z‘t)

X = x + dt x dphi_dt

« CFG: Classifier-Free Guidance tet e dt
sol.append(x)
o JIGEMEREA batch FEINZEER 20% AR condition if step < len(t_span) - L:

dt = t_spanlstep + 1] —|t

return sol[-1]

—

inference(self, mu, mask, n_timesteps, temperature: float=1.0):
z = torch.randn_like(mu) * temperature

vS"® = (1 + a)NNg(z¢, t, ¥) — aNNy(z4, t) e
£MHER T &R o

t_span = 1 - torch.cos{t_span * 9.5 % torch.pi)
return self.solve_euler(z, t_span=t_span, mu=mu, mask=mask)

2025/12/20 FireRedTTS: A Foundation TTS Framework 10



Token-to-Waveform
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CoMOS: KUEFIRIHREAI—EUMEEN DL

System CoMOS(?1)
GroundTruth 4.53
Cosy Voice 4.15
FireRedTTS 4.32

Table 2: The CoMOS evaluation results.

System Overall(%)

Sub(%) #Ins.&Del.(%)

ZH | EN | MIX | ZH

EN | MIX | ZH | EN | MIX

CosyVoice | 5.68 | 12.17 | 29.50 | 3.76
Ours 2.09 | 12.00 | 8.50 | 1.00

6.67 | 25.00 | 1.92 | 550 | 4.50
050 | 450 | 1.09 | 11.50 | 4.00

Table 3: The stability evaluation results. “MIX" denotes the code-switch utterances. “Sub" denotes
the ratio of substitution errors. “#Ins.&Del" denotes the ratio of insertion and deletion errors.
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