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« MegaTTS 3: Sparse Alignment Enhanced Latent Diffusion Transformer for Zero-Shot Speech Synthesis
« Model Design: WaveVAE + DiT + Rectified-Flow
« Robustness: Sparse Alignment Strategy
Model Acceleration: PeRFlow (Piecewise Rectified Flow)

 Inference Strategy: Multi-Condition CFG

« Comparative Study and Discussions

« WaveVAE + DiT: SeedMusic / InspireMusic / ...
» Robust LLM-Based TTS: RALL-E / ELLA-V / VALLE-R

« Multi-Condition Trade-Off. VoiceLDM / DualSpeech / ...



Background: Explicit v.s. Implicit Alignment Modeling
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WaveVAE + DiT + Rectified-Flow
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Figure 1: (a) The WaveVAE model; (b) Overview of our model. We insert the sparse alignment anchors into

the latent vector sequence to provide coarse alignment information. The transformer blocks in MegaTTS 3 will
automatically build fine-grained alignment paths.
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Z0 B
* Encoder #iEE/mAE/IIEE(LRY Latent ZRAE (25Hz) ——» $=D(2) = D(E(s))
« Decoder 4 Latent FRATEIZIARRIER, (A2M8/RIFE)

1REE
Encoder ™¥#E: 16 kHz %4 640 5, KRl 25Hz (Encodec/WaveTokenizer)

« Decoder E¥#£: 25Hz EX#£F| 16kHz (HiFiGAN %513)

RS
Encoder+Decoder —#2{E/5 Generator, &0 MPD + MSD + MRD #5128
i)"&#\ E*ZT‘ L= ﬁrec + ﬁKL + ﬁAdV

7 Loss: LFREM/REEE L2 Loss + SSIM Loss
IEMY Loss: Latens z fltmESEroHZERY KL 8 Loss (KL loss ZER/\: 1e-3)

Adv Loss: LSGAN Loss
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DiT: Latent Diffusion Transformer with Masked Speech Modeling
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Xo~m NI iasts: SETE, SREHES

X, ~m BirEdES7h

Xy =tXa + (1 -6)Xo IR YIEHTIBERD I AL%MEEE Zis

dizt v(Z,,t), Vtel0,1], Z,=X, Velocity field

¢ 1 Curved ODE Trajectory
min [ [[|(2 - Xo) - o(Xe, 1)) at
0
Algorithm 1 Rectified Flow: Main Algorithm
Procedure: Z = RectFlow((Xp, X7)): NN

Inputs: Draws from a coupling (X, X1) of 7y and 71 ;| velocity model vg

R? — R? with parameter 6.

Training: § = arg min E [||X1 - Xo —[v(tX1 + (1 — t)Xo, t)]||2J , with ¢ ~ Uniform([0, 1]).
0

Sampling: Draw (Zy, Z1) following dZ; = v3(Z;, t)dt starting from Zy ~ 7o (or backwardly Z; ~ 7).

Return: Z = {Z;: t € [0,1]}.

Reflow (optional): Z**! = RectFlow((Z§, ZF)), starting from (Z3, Z9) =

(Xo, X1).

Distill (optional): Learn a neural network T to distill the k-rectified flow, such that Z f ~ T(Zé“)
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MegaTTS3: Rectified Flow
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0

x® = torch.randn_like(x)
x = inputs['lat'l]

t, x_noisy, target self,flow_matcher.sample_location_and_conditional_flow(x®, x)

def sample_location_and_conditional_flow(self, x@, x1):

bs = x@.shapel@]
t = torch.distributions.LogisticNormal,sample([bs])[..., 0].type_as(x@)
xt =t + x1 + (1 - t) * x0
ut x1 - x@
t, xt, ut

ctx_feature = inputs['lat_ctx']

ctx_mask_emb = self.ctx_mask_proj(inputs['ctx_mask'])
local_cond = torch.cat([ctx_feature, ctx_mask _emb], dim=-1)
local_cond = self.local_cond_project(local_cond)

x_ling = self.forward_ling_encoder(inputs["phone"], inputs['tone"])

X_noisy = self.x_prenet(x_noisy) self.prenet(local_cond) x_ling

encoder_out = self.encoder(x_noisy, self.f5_time_embed(t),
attn_mask=inputs["text_mel_mask"])

pred = self.postnet(encoder_out)

pred, target
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MegaTTS3: Rectified Flow

X; = tX; + (1 - )X,

v

CosyVoice: OT(Optimal Transport)-CFM

minfl E (]| (X1 - Xo) - v(Xe, )||"] dt
0

he(z) = (1 = (1 — omin)t) 2 + 1.

Pe(xo) = (1 = (1 = o) t)xo + txy

»CCFM(g) = Et,q(ml),f-’(iﬂo)

'Uf(qut(xo)) — (xl —(1- Jmin)xg) H2

Ve (X, t)
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CosyVoice: OT(Optimal Transport)-CFM

def compute_loss(self, x1, mask, mu, spks=None, cond-None):
b, , t mu.shape

t = torch.rand([b, 1, 1], device-mu.device, dtype-mu.dtype)
self.t_scheduler 'cosine':
t = 1 - torch.cos(t * ©.5 * torch.pi)
?,Dt(m) = (1 — (1 — crmin)t)m +txq. z = torch.randn_like(x1)
. y = (1 - (1 - self.sigma_min) - t)
lpt(xo) - (1 _ (1 o Gmin)t)xO + x4 u - x1 (1  self.sigma_min) + z

ECFM(B) = Et,q(m),p(ﬂfo)

2
0(t(20)) — (21 = (1= Gin)ao ) |
T self.training_cfg_rate > 0:

cfg_mask - torch.rand(b) - self.training_cfg_rate
Ut(xt' t) mu - mu + cfg_mask.view(-1, 1, 1)

spks - spks + cfg_mask.view(-1, 1)

cond - cond ~ cfg_mask.view(-1, 1, 1)

pred = self.estimator(y, mask, mu, t.squeeze(), spks, cond)
loss F.mse_loss(pred+mask, u+mask, reduction="'sum") \
(torch.sum(mask) + u.shape[1])

loss, y
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EUIE" %ﬁ (ODE ﬁfﬁﬂﬁﬁﬁi*ﬁﬂ) z = torch.randn_like(mu) * temperature

t_span torch. linspace(®, 1, n_timesteps 1, device-mu.device, dtype-mu.dtype)
self.t_scheduler 'cosine':
t_span = 1 - torch.cos(t_span * 0.5 * torch.pi)
self.solve_euler(z, t_span-t_span, mu-mu, mask-mask, spks=spks, cond-cond)

def solve_euler(self, x, t_span, mu, mask, spks, cond):
t, _, dt = t_span[@], t_span[-1], t_spanl[l] t_span[0]
t = t.unsqueeze(dim=0)

sol [

Zt,-H_l = Ztk + (tk+1 - tk)'v(ztk; tk): ZO ~ T step range(1, len(t_span)):
dphi_dt = self.forward_estimator(x, mask, mu, t, spks, cond)

t() =0 < tl <0 < tN =1 self.inference_cfg_rate - 0:
cfg_dphi_dt self.forward_estimator(

X, mask,
torch.zeros_like(mu), t,
torch.zeros_like(spks) spks None None,
torch.zeros_like(cond)
)
dphi_dt ((1.0 + self.inference_cfg_rate) * dphi_dt
self.inference_cfg_rate = cfg_dphi_dt)
X = X dt dphi_dt
t t dt
sol.append(x)
step < len(t_span) ile
dt = t_span[step + 1]

sol[-1]
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Modification 2: Piecewise Rectified Flow (Acceleration)

PeRFlow (ByteDance)

. ST e S VIV
;ll]{i_[ﬂ: )BEF{EE Rectified Flow EIJ*1:$/A§SZ Algorithm 1: Piecewise Rectified Flow

. %Fﬁﬁ*ﬂ%&ﬁmﬁj [0, 1] J:?ﬁ:ﬁj\?ﬂ K /I\HTJTEjD (K %&{Eﬁd\, Ejlsmtuﬁ*ﬁgﬁ*ﬁ) 1 Input: Training dataset D, e- or v-prediction teacher model fy, Noise schedule (t), ODE

solver ®(z,t, s, fs), Number of windows K, student model ¢g or vy,

_ . . K . _ AL
+ B — MR Reflow > Create K time windows ({11, 4}, with = Landto = 0;
3 Initialize 8 = ¢ ;
n 4 repeat
- 1REY)|GEE s Sample zy ~ D;
¢  Sample k from {1,--- , K'} uniformly, then randomly sample time ¢ € (tx_1, k] ;
. .r: Nt 7 Sample random noise € ~ N(0,1) ;
Rectified Flow 3JI|Z& 800k steps . Getfor = JT—T0m o]
PeRF] Il 200k 9 Solve the endpoint of the time window z;, , = ®(z4,, g, ti—1) ;
® e OW )I|¢k steps Zp, 21, . = - - -
* P 10 Get z; = 24, + ﬁ(t =t )s Zyyo, = 2y + (ter — t)v(Ze, ), 2o ~ o
1 if e-prediction then
z —Apzy 2
Original Probability Flow Piecewise Reflowed Model i Compute loss £ = Hr:e(z:, t) - "‘1”:” s
Curved Trajectories; Many-Step Piecewise Linear Trajectories; Few-Step 5 else
- Ty Tty 2
14 Compute loss £ = va (ze,t) — =] s
15 end

16 Update # with gradient-based optimizer using V4.
17 until convergence;

8 AW =0 — ¢.
15 Return: Fast PeRFlow fy and AW.
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#=M CFG

go(zt,¢) = go(2t, D) + a - [go(2t,¢) — go(2t, )]

Multi-Condition CFG

B2 condition BYEEL
XA (phoneme embedding) — text guidance

-  Hfs (speaker prompt) — speaker guidance
o ISR
«  10% FEHNZEBRR speaker prompt Go(2¢, D, mempt) =Qspk [99 (Zt,p, Zprompt) — ge(zt,p, @)]
Hrh 50% BhEtlEER phoneme B condition + ot |96 (22, , @) — go(z¢, B, D)]
BAT + g90(2:, @, @)

«  90% fEFE%LEE condition
« 5% RA\ phoneme condition

5% 5T&88 condition
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‘J"ﬁﬁaﬁ Models | Tokens/s Latent Layer Type PESQt STOIt ViSQOLt MCD| UTMOStT

«  Libri-Light 6J5/)\it#uE Encodec 600 8 Discrete 3.16 0.94 431 1.63 3.07
- DAC 450 9 Discrete 413 097 4.68 1.05 4.01

« %k 2M steps WavTokenizer 75 1 Discrete 2.55 0.88 3.83 1.99 4.07
X-codec2 50 1 Discrete 303 091 4.12 1.72 4.13

WaveVAE | 25 1 Continuous  3.84 096 4.71 1.03 4.10

Table 5: Comparison of the reconstruction quality. The sampling rate are set to 16 kHz. Bold and Underline
values indicate the best and second best results. “Tokens/s” means how many tokens a one-second speech will be
compressed into.

o FNFEZ4L: Encodec/DAC FHEHIHEEY, i)I|45E0REAITEL

Setti SIM-0O WE
. Encodec/DAC i VQ, tEETLAE—FIER (B KL Loss) etting | T R}
Ours | 0.71 1.82%
g b w/Encodec | 056  2.24%
- Stable Diffusion &1, &7 KL IERHE, F=X T VQ w/ DAC 0.64 1.93%
1ENHE, (R VQ BI—E/Y embedding {E3 latent
FAE (VQ #IRIA Decoder B9—EB%) Table 6: Comparison of zero-shot TTS performance of
- KL Loss Z#u)\ —— VQ embedding 4K MegaTTS 3 using different speech compression models
. £%: https://arxiv.org/pdf/2112.10752 on the LibriSpeech test-clean set.
- J
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Zero-Shot TTS iFMtFR g
. Sim-O: BFESSESE prompt ZERTEEARLE + SMOS A
. Sim-R: SFES prompt BREM ZFREEARLE + SMOS B0(24: P Zpromys) =Caph g0 (44, P, Zprompt) = 822, 2)]

«  WER: Hubert-Large LibriSpeech finetune

+ ot [90(26, 0, D) — go(2t, D, )]

+ 9o (zta %) ’ 2 )
Multi Condition fig&: text guidance 2.5, speaker guidance 3.5
Model | #Params Training Data | SIM-Oft SIM-Rt WER] | CMOS1T SMOSt | RTF]
GT | - - | 0.68 - 1.94% | +0.12 392 | -
VALL-E 2* 0.4B LibriHeavy 0.64 0.68 2.44% - - -
VoiceBox' 0.4B Collected (60kh) 0.64 0.67 2.03% -0.20 3.81 0.340
DiTTo-TTS* 0.7B Collected (55kh) 0.62 0.65 2.56% - - -
NaturalSpeech 37 0.5B LibriLight 0.67 0.76 1.81% -0.10 3.95 0.296
CosyVoice 0.4B Collected (172kh) 0.62 - 2.24% -0.18 3.93 1.375
MaskGCT 1.0B Emilia (100kh) 0.69 - 2.63% - - -
F5-TTS 0.3B Emilia (100kh) 0.66 - 1.96% -0.12 3.96 0.307
MegaTTS 3 0.3B LibriLight 0.71 0.78 1.82% 0.00 3.98 0.188
MegaTTS5S 3-accelerated 0.3B LibriLight 0.70 0.78 1.86% -0.03 3.96 0.124

2025/12/20

Table 1: Zero-shot TTS results on the LibriSpeech test-clean set following NaturalSpeech 3 (Ju et al., 2024). *
means the results are obtained from the paper. T means the results are obtained from the authors. #Params denotes
the number of parameters. RTF denotes the real-time factor.

MegaTTS 3: Sparse Alignment Enhanced DiT for TTS

18



RIRERE - FM TR

MCD, SSIM, STOI, GPE, VDE, and FFE (&% InstructTTS)

HENILL

iBM DIT 5% (F5-TTS) Mth, REXMBERESTRAERN

B3R BEERER/A MESFYTEAREEERSIIESR

w/ FA: FRF3RE YRS S%: VoiceBox
w/ Standard AR Duration: AR Duration Predictor

Method | MCD| GPE| VDE| FFE|
NaturalSpeech 3 4.45 0.44 0.33 0.37
Ours w/ EA. 4.48 0.44 0.35 0.40
Ours w/ S.A. | 4.42 0.31 0.29 0.34

Table 4: Comparisons about prosodic naturalness met-
rics on LibriSpeech test-clean set. “F.A.” denotes forced
alignment and “S.A.” denotes sparse alignment.

Method | MCD] SSIMt STOIt GPE| VDE| FFE|
Ours w/ Sparse Alignment 4.56 0.52 0.62 0.34 0.30 0.35
Ours w/ Forced Alignment 4,62 0.45 0.62 0.42 0.34 0.40
Ours w/ Standard CFG 4.59 0.51 0.61 0.36 0.32 0.37

Qurs w/ Standard AR Duration 4.58 0.50 0.62 0.36 0.31 0.36

Table 9: Comparisons about “expressiveness” metrics on the LibriSpeech test-clean set.
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O TTS iFl
PR

« MCD / pitch HfRUtREE(0). fRE(skewness ). IEE(kurtosis k) + ASMOS CIEELE

© (RERMXIFRYE. EERRAPORGEE

CFG Ee&
- ®wOSEZHE: text guidance 1.5, speaker guidance 6.5
- tEZIE: text guidance 5.0, speaker guidance 2.0
 FRSTILLE: Text guidance
« 1.0-15: REHEIR+KE
« 1.5-25: 5 prompt —E41REF
« > 40: FEHXK, OF#D
« CTA-TTS A& REEUENOZEE, (FARIAEHIEMY

standard
standard

= =
g g
€S- 017 g- 0.04
] v}
i) m
stanldard accented stanldard accented
(a) CTATTS (b) S-DIT

Figure 2: The confusion matrices between the perceived
and intended accent categories of synthesized speech.
The X-axis and Y-axis represent the intended and per-
ceived categories, respectively.

| MCD (dB) |

ot vl k|l | ASMOST CMOSt SMOS 1t

MegaTTS 3

45.1 0591 0.783 4.03 +0.09 3.95
41.1 0.602 0.799 3.72 -0.60 3.64
423 0.601 0.790 3.84 +0.00 3.89

Table 3: The objective and subjective experimental results for accented TTS. MCD (dB) denotes the Mel Cepstral
Distortion at the dB level. o, v, and & are the standard deviation, skewness, and kurtosis of the pitch distribution.
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Experiments: Duration Controllability

400

200

100

0 100 200 300 400 500 600 700
frames

Figure 4: Sentence-level duration control.

-

100 200 300 400 500 600
Frames

Figure 5: Phoneme-level duration control.
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AREEENSHENER

B AHUEE: Youtube + Podcast + Libri-Light + Wenet/Giga-Speech
60 F/NIFSZEFEUE (FEHL 1 J5/\ET)l1Z% MFAKREY)
B3LIe, WaveVAE HEIRIFAR
B HRATNIE
+ Noisy: Common-Voice
«  EmotionalTTS: RAVDESS
»  Wild: videos/movies/animations
BEXENHE L, RENEMRISI/FFREEH T

50 LA FIK3ZA & ELLA-V Hard jlliztes

Table 11: Comparisons with hard sentences. The results of the baselines are infered from offical checkpoints.

Model | WER| Substitution]| Deletion| Insertion]
E2-TTS 8.49% 3.65% 4.75% 0.09%
F5-TTS 4.28% 1.78% 2.28% 0.22%
MegaTTS 3 | 3.95% 1.80% 2.07% 0.08 %

Setting | SIM-OT WER]

2kh 0.52 4.27%
40kh 0.63 2.98%
200kh 0.65 2.34%
600kh 0.66 2.10%
0.5B 0.66 2.10%
1.5B 0.72 1.98%
7.0B 0.74 1.90%

Table 8: Results of data and model scaling experiments.

Model - with Longer Texts | WER| SIM-O?
VoiceCraft 12.81% 0.62
CosyVoice 5.52% 0.68
MegaTTS 3 2.39% 0.70
Model - with Short Texts | WER| SIM-O?
VoiceCraft 4.07% 0.58
CosyVoice 2.24% 0.62
MegaTTsS 3 1.82% 0.71

2025/12/20 MegaTTS 3: Sparse Alignment Enhanced DiT for TTS
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Fril5 ki
«  https://github.com/bytedance/MegaTTS3
«  https://sditdemo.github.io/sditdemo

. . - EMIEE s
1. AR Duration Predictor 4. Seed-TTS TFUSXILL
phone + bert_emb FYE[E|FFTNH#EEL Model test-zh test-en
CER (%) SIM-Ot WER (%)) SIM-O*
- 8 EAH In-Context Learning BIEES] Human 1.26 0.755 2.14 0.734
N . FireRedTTS 1.51 0.635 3.82 0.460
2. HETERTERRY Aligner MaskGCT 2.27 0.774 2.62 0.714
F5-TTS (32 NFE) 1.56 0.741 1.83 0.647
e ETF MFA BOXSFER, 15T —4 NN gORSTHEsy Llasa-$B 1.59 0.684 2.97 0.574
Spark-TTS 1.20 0.672 1.98 0.584
Cosy Voice 2 1.45 0.748 2.57 0.652
3.92 Ba
9<p XAFER MegaTTS 3 1.36 0.790 1.82 0.773
* QWG n2.5-0.5B ! I‘E-I-XT.I- 92 p 1%%1&?3_' finetune Table 12: Results of MegaTTS 3 and recent open-sourced TTS models on the SEED test sets.
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Takeaways — 1: WaveVAE + DiT 5Bz{
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M HA A
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6’60’
masking
Video
Audio Tokens
@

Audi ( , \ o
(2;“13} —  Audio Tokenizer H/'
L i

<
_____________________ ®

<time start>
<time end=>

| <music form> —
<taskiD> Text Tokenizer
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© Lyrics
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Music Captions

Text Tokens

Generated Tokens

or et +— (R *"'""'|‘|'|"'||"'I'-'-'lll--l'-'llll|||'|““'I'-'-'lm---'iv
Loss
GT
& Diffusion Transformer
T T T T T A A A A A
&  Projection &  Projection
%%  Text Encoder %% Audio Encoder
t t
A-vehicle moves swiftly-by in the distance. "l"‘|]|||}"’|||",'""I""""||||ml|“‘l'l"""'l""ﬂ"
masking masking
Text Audio

Latent Feature

"
e

L 4

Autoregressive
Transformer

CQCJ\_}E )@

|, Super-Resolution
Flow Matching

Generated Audio
—*_ > Vocoder — (4gHy)
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Takeaways — 1: WaveVAE + DiT 5T

Seed-Music (ByteDance Seed)

User input
in text format, — ——
e.g. style description, lyrics

User input
of reference audio ——s|

User input
other signals, ———=

Text Encoder
—_—

3
Audio Tokenizer
-

N
MIDI Encoder

e.g. vocal melody

Seed-TTS (ByteDance Seed)

Speech Tokens O

Speech
Tokenizer

Reference

2025/12/20

O

Concat
O
B 3 :
Prefix Aut i Target Temporal cond| Diffusi Predict latent |:I Vocod
- Q=) =3 0-
O ]
-, 8 O O
[~
O
Autoregressive :OE_ Diffusion Acoustic || | |||| ||
Transformer ! O : Transformer Vocoder
i O: Target
o

Text Tokens
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LLM Based TTS with Explicit Alignment Modeling

« (Microsoft) RALL-E: Robust Codec Language Modeling with Chain-of-Thought Prompting for Text-to-Speech Synthesis

Synthesized
Speech

{

Pitch & Duration Codec

P Decoder
c [ SR SR S

O - Z B S S
Codec Language Model with Chain-of-Thought Prompting

RALL-E

4 4
i,xT T T p L Pitch & Duration CT T T TSpeechtoken
3 prompts prompt
[ I
G2P Prosody Codec
extraction Encoder

Text prompt & 'I“"Il“.
Text for synthesis 3-second
speech prompt

2025/12/20 MegaTTS 3: Sparse Alignment Enhanced DiT for TTS

TTS task is a monotonic sequence to sequence
task, but the decoder-only transformer structure
in LLM only captures the monotonic association
between phoneme sequences and audio through
self-attention mechanism, which can easily lead
to potential attention degradation problems
when facing complex or long sequences,
resulting in inaccurate generation results.
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LLM Based TTS with Explicit Alignment Modeling
« (Micosoft) ELLA-V: Stable Neural Codec Language Modeling with Alignment-guided Sequence Reordering

Phoneme-controllable speech

Qutput
)
Neural Codec Decoder
) A
Pk-l—l ooo EOP Pk+2 ““““
f :HCHL}-.l ¢ T
Neural Codec Language model
£ A 2 4 4 2 A A A £ A
P PP, BOS P EQOPR------ /2 EOP
G N O e O V0% Pttt 4
Change Sequence Order
I M S S I S Y Y W Y
iPl Py --- Pkf"' P, i .E
I S I A A 2 2 4
Phoneme Conversion Neural Codec Encoder
Input Input
text ' audio Prompts
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LLM Based TTS with Explicit Alignment Modeling

(Microsoft) VALL-E R: Robust and Efficient Zero-Shot Text-to-Speech Synthesis via Monotonic Alignment

2025/12/20

Cross P1 P1 (2] Ps3 Py Pa Pa

Training EtropY g, @ @3 @y las lag la
4 + 4 4 4 4 4

Decoder-only Transformer
A R - T
2] D2 D3 2 Ps BOS i & i & = =
a, az az iy as ag

Phoneme Taken

Acoustic Token 5 'Pi Pé 'Pg.
Monotonic ¢ ¢ ¢ t
Alignment pZ/ D> P2—> P2

pi/ pi. P PL

f \ [ Il f '1 i 'L

Inference af | af, af af’
[ SR S

Autoregressive Decoder-only Transformer

I N T SN M R N S R R

P P! t t

P t & t p p p P1 2] Pz
pf P8 i P2 P8 s M1 - 2 '.]
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Prompt Acoustic Prompt Ao A A
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Takeaways — 3: Multi-Condition Trade-Off

DualSpeech (Supertone + ElevenLabs)

€9 (zta t, Cspk; Ctext) = €p (zta t, Cspk; Ctext)
+ Wspk (EE (zt: t: Cspk; @) — €p (-zt: t: ma m))
+ wrext (€0 (2¢, t, 0, ctext) — €g(2t,t,0,0)).

VoiceLDM (KAIST)

Description:

. s "She is talking in a park.”
« desc: KR TFINZRIEASIA

. s VoiceLDM
« cont: {URGERREIN A

Content;
. Z:ﬁ condition Z|E—'_|E"J trade-off "Good morpma! How are
you feeling today?"

« Instruct / Text / Speaker
« 3£/ Semantic Token / Prompt / speaker

E&(zta Cdesc, Ccont) = Eﬁ(zt: Cdese, Ccont)
+ Wdese (Eﬂ(zts Cdescs @cont) - Eﬂ(zta mdesm @cont))

+ Weont (EE' (Ztg @desc, Ccont) - Eﬂ(zt, @desc, ﬂcont))
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LLM with CFG? (EleutherAl)

Reference: Stay on topic with Classifier-Free Guidance (138 prompt X3F response BIZJER)

ARE)

s 38 conditional i)l

%, B LLM £ teacher forcing iJllZ:HY

Iogﬁ(et‘$t+1: c, E) = log Pﬁ'(et‘mt—Fl: E) + ’Y( IOgPQ(Et“Tt—Fl: C) - lOg P9(6t‘$t+11 E))

logﬁg(wﬂwjd,c) = logpa(’w@qu‘) + f}'(long (’we‘|wz‘<j50) — log Py (’we‘\wjd))

2025/12/20

ARC-c ARC-e BoolQ HellaSwag
GPT2-small 227/ 23.0 395/ 421 48.7/57.0 311/ 319
GPT2-medium 25.0/23.9 43.6/47.6 58.6/ 60.1 39.4/ 40.9
GPT2-large 25.1/247 46,6/ 51.0 605/ 62.1 453/ 47.1
GPT2-xl 285/ 30.0 51.1/56.5 618/ 62.6 509/ 524
Pythia-160M 23.5/23.0 395/ 422 550/ 583 30.1/312
Pythia-410M 24.1/23.8 457/ 503 606/ 61.2 40.6/ 41.6
Pythia-1B 27.0/ 28,0 49.0/ 549 60.7/ 61.8 47.1/ 48.9
Pythia-1.4B 286/ 29.6 538/596 63.0/638 521/543
Pythia-2.8B 331/ 345 58.8/ 654 647/ 64,7 593/ 61.9
Pythia-6.9B 352/ 361 6137674 637/ 64.6 64.0/ 66.5
Pythia-12B 369/ 387 641/ 726 676/ 678 673/ 69.6
LLaMA-7B 415/ 439 525/ 589 73.1/71.8 73.0/76.9
LLaMA-13B 478/ 542 748/ 791 78.0/758 79.1/ 821
LLaMA-30B 529/ 57.4 789/ 83.2 827/80.0 826/ 853
LLaMA-65B 55.6/ 59.0 79.7/ 84.2 84.8/83.0 84.1/ 863

MegaTTS 3: Sparse Alignment Enhanced DiT for TTS

y=1/y=15

Negative Prompting
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