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Overview: Audio Models based on Autoregressive Diffusion Models
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MELA-TTS: Joint Transformer-Diffusion Model with Representation

Alignment for Speech Synthesis

https://arxiv.org/pdf/2509.14784
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MELA-TTS: TTS based on Autoregressive Diffusion Models
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Autoregressive Diffusion Models (ARDMs)

1. 出发点（连续表征 + 端到端建模）

• 离散化表征导致信息损失，在恢复声学细节上难度大 → 连续表征几乎认为是无损/极少损的压缩形式

• LLM + Flow Matching 两个模块级联的方案，存在误差累积问题 → 端到端建模一般能够提升模型上限

2. 三要素

• 要素一：连续表征（Continuous Token）

• 直接在梅尔特征（50Hz）上建模，不引入额外 WaveVAE 建模

• 要素二：模型结构（LLM with Local DiT）

• LLM：Qwen2-0.5B (文本是 BPE tokenizer) 

• 要素三：训练目标（CFM Loss）

• 使用了 CFG，推理使用 DDIM 采样，每步采样 10 次

3. 其他设计

• 【上下采样】梅尔 chunk 做卷积下采样，时序压缩降低 LLM 帧率

• chunk_size=8，LLM 实际帧率是 50/8=6.25Hz

• 【停止预测】LLM 每步输出的 h 上，额外增加 stop predictor（二分类）任务

• 【历史 patch】DiT 预测当前 patch 时，会使用上一个 chunk 的信息

• DiT 的输入长度为 8 + 8 = 16 帧

• LLM 输入始终是真实梅尔特征，不牵扯 CFM 的 noise 采样

• 可以将整个 LLM 看做一个因果 Encoder，提取特征作为 DiT 额外输入条件

• 训练阶段与普通 LLM 的 Teacher-Forcing 训练相同（自回归架构）



MELA-TTS: Training
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训练伪代码

• LLM 输入始终是真实梅尔特征，不牵扯 CFM 的 noise 采样

• 可以将整个 LLM 看做一个因果 Encoder，提取特征作为 DiT 额外输入条件

• 训练阶段与普通 LLM 的 Teacher-Forcing 训练相同（自回归架构）



MELA-TTS: Inference
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推理伪代码

• LLM 输入始终是真实梅尔特征，不牵扯 CFM 的 noise 采样

• 可以将整个 LLM 看做一个因果 Encoder，提取特征作为 DiT 额外输入条件

• 训练阶段与普通 LLM 的 Teacher-Forcing 训练相同（自回归架构）



MELA-TTS: Speaker Condition
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改进点一：speaker & utterance embedding

speaker embedding

• 从预训练的 speaker embedding 模型中提取

utterance embedding

• 模型结构：Transformer encoder + Pooling

• 参数与整个模型一起更新训练

• 相当于 Learnable Utterance/Speaker Encoder

• 训练阶段输入：随机从输入音频中截取片段

• 随机片段，应该是为了避免语义信息泄露

• 以上两个 embedding 也作为 DiT 的输入条件



改进点二：表征对齐（Representation Alignment）

出发点

• ARDM 模型使用 AR 建模，但没有显式引导到语义空间，建模难度大

• 现象：发音不稳定，尤其是长文本/hard文本上合成效果差

• 探索：将 LLM 输出的表征对齐到语义（semantic）空间

表征对齐方案

• 预训练 ASR Encoder：SenseVoice-Large Encoder

• 输入梅尔特征帧率是 100Hz，下采样到 25Hz 得到 ℎ𝑎𝑠𝑟

• LLM 输出 h 帧率是 6.25Hz

• TAM（Time Alignment Module）上采样到 25Hz 

• 对齐 Loss（不需要数值大小一致，只要方向尽可能一致）

MELA-TTS: Representation Alignment
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思路和 CosyVoice 系列类似

• LLM 更侧重负责语义层面的生成任务（WaveVAE 做不到）

• 语义到声学（梅尔特征）由 DiT 负责

• 相比 CosyVoice 的优点是：端到端可微分训练

模型整体 loss



MELA-TTS: Unified Streaming and Non-Streaming Input
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改进点三：单流式/双流式统一

思路：CosyVoice2 的 N:M 方案，复用到 ARDM 上

• 文本 token 与语音 token 交错排列（Interleave）

• 文本输入完后，Turn-of-Speech token 之后只输入语音 token

• 文本的实际帧率小于语音的 6.25Hz 帧率

• 训练时两种模式同时训练，统一到同一个模型中

• Filling token 不参与训练阶段 loss 计算



MELA-TTS: Experiments
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训练数据

• CosyVoice/CosyVoice2 的 17 万小时数据：中文 13 万，英文 3 万，其他 1 万小时

• SS1/SS2 代表两个不同的 speaker embedding 模型计算的音色相似度

• 音色相似度差异：（数据基本可比的实验只有 CosyVoice 系列，MELA-TTS 音色相似度略低）

• 论文猜测：MELA-TTS 的 DiT 输入是 Local context 级别的，而 CosyVoice 先将 token 全部输出完、再通过 DiT 推理，序列信息更全



MELA-TTS: Experiments
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实验对比结论

• 0 vs 1: 表征对齐之后，合成发音错误率显著降低

• 1 vs 2: 表征需要对齐到语义空间而不是声学梅尔特征

• 0 vs 3: 可学习的 utt 表征，对发音准确度和音色相似度都有正向作用

• CosyVoice 也可以复用这个思路

• 0 vs 5 | 4 vs 6: 流式方案在发音层面会略有变差

图示不仅训练收敛速度更快，而且最终效果会更好

消融实验：LibriTTS



MELA-TTS: Takeaways
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1. pretrained 和 learnable 的 speaker embedding 可以一起用，不冲突

2. DiT 输入表征对齐到语义空间，提升 ARDM 发音准确性

• 大小参数量级实验上都验证有效

• 低帧率的 LLM 更适合语义层面的建模

3. 同样 17 万小时数据 + SenseVoice-Large Encoder 的不同用法

• MELA-TTS 是与 CosyVoice 可比性最高的 ARDM 模型

4. ARDM 基于 Local DiT 的方案，目前在音色相似度上可能存在固有短板



VoxCPM: Tokenizer-Free TTS for Context-Aware Speech Generation

and True-to-Life Voice Cloning

https://arxiv.org/pdf/2509.24650
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Background: Semantic & Acoustic Dilemma

背景

• CosyVoice/IndexTTS 系列工作：先 LLM 建模语义 token，再用 Flow Matching 还原梅尔声学特征

• 优点：将任务拆解为语义建模（Semantic） → 声学建模（Acoustic），将学习难度拆分到不同阶段

• 缺点：LLM 和 DiT 是级联系统，导致误差累积；模块分离不是端到端优化，限制模型表现力效果上限

• DiTAR 方案：WaveVAE 端到端恢复波形，语义和声学信息是耦合的

• 语义和声学信息表征/建模任务过于耦合，模型的学习难度更大 → 模型不稳定

• 具体表现：模型发音不稳定，发现在更长的序列会有较差的表现

VoxCPM 出发点

• 结合以上两种方案各自的优势

• 将 ARDM 与 Semantic → Acoustic 的层次化表征结合，降低学习难度

• 同时保留 ARDM 的端到端建模优势
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VoxCPM: Hierarchical ARDMs
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VoxCPM: Hierarchical ARDMs
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LLM

P 是一个 patch 所包含的帧数（图示 P=2）

模型建模过程可以表示为WaveVAE 特征



VoxCPM: Hierarchical ARDMs – Semantic Modeling
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TSLM（Text-to-Semantic LM）

1. 连续表征：WaveVAE

• 模型结构 DAC

• 波形 16kHz 下采样 640 → 帧率 25Hz

• Encoder 和 Decoder 都是因果卷积结构

• 损失函数

• Mel 特征的重建 Loss；波形 GAN loss

• KL 散度 regularization (系数为 5e-5)

2. Patch Encoder：LocEnc

• 结构：4 层 Transformer + Pooling

• Patch size = 2，两个 LLM 实际是 12.5Hz

3. Stop-Predictor



TSLM（Text-to-Semantic LM）

4. TSLM 主体结构

• LLM 基座使用 MiniCPM-4 0.5B

• 文本建模采用 BPE（中文只使用汉字，避免稀疏性问题）

• 训练阶段文本随机替换成音素，支持修正错误

5. TSLM 输出增加 FSQ 离散化限制

• 限制只保留语义韵律（semantic-prosodic）特征

• FSQ 采用 bottleneck，只关注关键核心信息

• TSLM 先不建模声学细节，减轻学习难度，只需保证语义正确性

• 采用 STE (Straight Through Estimator)，保证模型整体可微分训练

VoxCPM: Hierarchical ARDMs – Semantic Modeling
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VoxCPM: Hierarchical ARDMs – Acoustic Modeling
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RALM（Residual Acoustic LM）

目标：补充建模 TSLM 之外的声学细节特征



VoxCPM: Hierarchical ARDMs – LocDiT
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LocDiT

• 输入特征：离散化的语义表征+连续的残差声学表征

• 只依赖于前一个 patch 的 𝑧𝑖−1作为额外的 context

𝑧𝑖−1

LocDiT

ℎ𝑖−1
FSQ

ℎ𝑖−1
residual

ℎ𝑖
FSQ

ℎ𝑖
residual

𝑧𝑖
𝑛𝑜𝑖𝑠𝑒

𝑧𝑖

… …

ℎ𝑖
final

☆ 整个模型是端到端训练的

以上关于 semantic/acoustic 的层次化定义，只是对各模块功能的一种直观解释，模型实际是端到端的



VoxCPM: Experiments
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训练数据信息

• 小规模实验：Emilia 开源的 10 万小时中英文数据

• 大规模实验：中英文共计 180 万小时数据，包含：有声书、播客、访谈、广播剧等 

SeedTTS 测试集



VoxCPM: Experiments
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C3-Eval 测试集

关注：hard 测试集上的音色相似度客观指标，比 CosyVoice2/3 差不少（原因可能和 MELA-TTS 的 LocDiT 类似）

主观评测



VoxCPM: Experiments
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消融实验 – 模型结构设计

• ②③ TSLM → DiT：与 DiTAR 类似

• ④ RALM 没有绿色信息，更难恢复出残差的声学细节

• ⑤ 直接用 FSQ 输出作为 LocDiT 的输入

• 限制语义表征是有必要的，但是音色相似度也是最差的

①
②

③
④
⑤



VoxCPM: Experiments
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消融实验 – FSQ 参数

• s 表示将数值表示范围离散化的个数

• d 代表 FSQ 的 embedding 维度

• 缺点：模型效果对模型超参数设计有点敏感

消融实验 – CFG

• 没有 CFG 时，推理效果很差

• CFG 参数在 1.5-2.0 最优（WER/SIM 一致更好）



VoxCPM: Experiments
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模型训练技巧

Warmup-Stable-Decay (WSD)

• MiniCPM: Unveiling the Potential of Small Language Models with Scalable Training Strategies: https://arxiv.org/pdf/2404.06395

单调递减函数，论文用的指数衰减

https://arxiv.org/pdf/2404.06395


VoxCPM: Hierarchical Representations Visualization
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可视化配置一：10条 prompt 音频，来自不同的 speaker

现象一：TSLM embedding 混杂在一起，但RALM 按照 speaker 明显聚类在一起（声学信息）



VoxCPM: Hierarchical Representations Visualization
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可视化配置二：不使用 prompt，推理不同风格领域的文本（不同语义韵律类别）

现象二：TSLM/RALM 均体现出明显的聚集性，RALM 比 TSLM 的类间差距更明显



VoxCPM: Takeaways
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1. 引导模型按照语义/声学进行隐式的分层级建模

• FSQ bottleneck：引导模型有效保留语义/韵律层面的信息

• 远程残差：除了语义表征之外的信息，被吸收到残差中（声学细节）

2. 小参数量模型 WSD Scheduler 训练，速度更快效果更好

Demo: https://openbmb.github.io/VoxCPM-demopage/



VoxCPM: Comparison with VibeVoice
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VibeVoice Technical Report: https://arxiv.org/pdf/2508.19205

同样采用 Semantic 和 Acoustic 两种表征

• 都是预训练的 Tokenizer 模型

• Acoustic Tokenizer 是 WaveVAE

• Semantic Tokenizer 是 ASR 模型

• Tokenizer 帧率都是 7.5Hz

直接用预训练语音 Token，简化了 VoxCPM 通过 

TSLM 学习 FSQ 语义特征的过程（类似 RALM 模块）

• 推理阶段，需要将 Acoustic Latent 还原到波形并

重新编码为 Semantic Latent



VoxCPM: Comparison with VibeVoice
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VibeVoice Technical Report: https://arxiv.org/pdf/2508.19205



VoxCPM: Comparison with VibeVoice
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VibeVoice Technical Report: https://arxiv.org/pdf/2508.19205



Ming-UniAudio: Speech LLM for Joint Understanding, Generation and

Editing with Unified Representation

https://mdn.alipayobjects.com/cto_asrtts/uri/file/as/TR-Ming-UniAudio.pdf
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Ming-UniAudio: Multi-Task Benchmark
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语音编辑 ASR/Context-ASR

TTS



Ming-UniAudio: Model Architecture
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语音理解模型输入侧一般

采用连续表征（或者 Kimi-

Audio 离散+连续都用），

减少语音信息的损失

输出侧一般用离散 Token，

便于自回归语音生成（各类 

Omni 论文），但近期 

DiTAR/VibeVoice 证明了 

ARDM 的可行性，表明输出

侧用连续表征也是可行的



Ming-UniAudio: Unified Representation
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MingTok-Audio：连续 Tokenizer



Ming-UniAudio: Unified Representation
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MingTok-Audio：连续 Tokenizer

0. 常规的 WaveVAE 训练 1. 语义对齐训练 Semantic 模块 2. LLM ASR 对齐 + 重建



Ming-UniAudio: Model Architecture
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Ming-UniAudio: Experiments (Speech Generation)
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Ming-UniAudio: Experiments (Speech Editing)
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Demo: https://xqacmer.github.io/Ming-Unitok-Audio.github.io

https://xqacmer.github.io/Ming-Unitok-Audio.github.io
https://xqacmer.github.io/Ming-Unitok-Audio.github.io
https://xqacmer.github.io/Ming-Unitok-Audio.github.io
https://xqacmer.github.io/Ming-Unitok-Audio.github.io
https://xqacmer.github.io/Ming-Unitok-Audio.github.io


Ming-UniAudio: Experiments (Speech Understanding)

402025/12/20 Recent Advances in ARDMs for Speech Generation


	默认节
	Slide 1
	Slide 2: Overview: Audio Models based on Autoregressive Diffusion Models
	Slide 3
	Slide 4: MELA-TTS: TTS based on Autoregressive Diffusion Models
	Slide 5: MELA-TTS: Training
	Slide 6: MELA-TTS: Inference
	Slide 7: MELA-TTS: Speaker Condition
	Slide 8: MELA-TTS: Representation Alignment
	Slide 9: MELA-TTS: Unified Streaming and Non-Streaming Input
	Slide 10: MELA-TTS: Experiments
	Slide 11: MELA-TTS: Experiments
	Slide 12: MELA-TTS: Takeaways
	Slide 13
	Slide 14: Background: Semantic & Acoustic Dilemma
	Slide 15: VoxCPM: Hierarchical ARDMs
	Slide 16: VoxCPM: Hierarchical ARDMs
	Slide 17: VoxCPM: Hierarchical ARDMs – Semantic Modeling
	Slide 18: VoxCPM: Hierarchical ARDMs – Semantic Modeling
	Slide 19: VoxCPM: Hierarchical ARDMs – Acoustic Modeling
	Slide 20: VoxCPM: Hierarchical ARDMs – LocDiT
	Slide 21: VoxCPM: Experiments
	Slide 22: VoxCPM: Experiments
	Slide 23: VoxCPM: Experiments
	Slide 24: VoxCPM: Experiments
	Slide 25: VoxCPM: Experiments
	Slide 26: VoxCPM: Hierarchical Representations Visualization
	Slide 27: VoxCPM: Hierarchical Representations Visualization
	Slide 28: VoxCPM: Takeaways

	无标题节
	Slide 29: VoxCPM: Comparison with VibeVoice
	Slide 30: VoxCPM: Comparison with VibeVoice
	Slide 31: VoxCPM: Comparison with VibeVoice
	Slide 32
	Slide 33: Ming-UniAudio: Multi-Task Benchmark
	Slide 34: Ming-UniAudio: Model Architecture
	Slide 35: Ming-UniAudio: Unified Representation
	Slide 36: Ming-UniAudio: Unified Representation
	Slide 37: Ming-UniAudio: Model Architecture
	Slide 38: Ming-UniAudio: Experiments (Speech Generation)
	Slide 39: Ming-UniAudio: Experiments (Speech Editing)
	Slide 40: Ming-UniAudio: Experiments (Speech Understanding)


